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1. Introduction

1.1 Brief background

This document applies to the Aura Microwave Limb Sounder (MLS) Level-2 geolocated
physical parameters (L2GP) produced by version 3.3 of the MLS data processing
algorithm. User should read the MLS data Level 2 Data Quality Documentation
(http://mls.jpl.nasa.gov/data/v3-3_data_quality _document.pdf, which is appended to this
README. Please check for the latest version) before using the data.

The MLS instrument measures naturally-occurring microwave thermal emission from the
limb (edge) of the Earth's atmosphere to remotely sense vertical profiles of atmospheric
gases, temperature, pressure, and cloud ice.

The first MLS experiment in space was on NASA's Upper Atmosphere Research Satellite
(UARS) launched 12 Sept 1991. After March 1994, the UARS MLS measurements
became increasingly intermittent due to conserving satellite power and the MLS scan
mechanism lifetime. The last data were obtained on 25 August 2001 (for more
information go to the UARS MLS data link: http://mls.jpl.nasa.gov/uars/data.php).

The current MLS is on the NASA Earth Observing System (EOS) Aura mission which
launched 15 July 2004. Aura MLS began atmospheric science observations on 13 August
2004, with excellent performance to date in all portions of the instrument. Provisional
and Stage | validated data are now publicly available.

Version 3.3 data of Aura MLS are available from begin of mission (August 2004) to
current. Previous version 2.2 data, which span the same time period, are also still
available.

Table 1. Basic characteristics of the MLS L2GP data.

Latitude extent -82°to 82°N
Longitude extent -180° to 180°E
Horizontal resolution Varies with parameters
Temporal resolution ~25 seconds

1.2 Instrument Description

The Earth Observing System (EOS) Microwave Limb Sounder (MLS) is one of four
instruments on the NASA's EOS Aura satellite, launched on July 15th 2004. Aura is in a
near-polar 705 km altitude orbit. As Earth rotates underneath it, the Aura orbit stays fixed
relative to the sun; to give daily global coverage with ~14 orbits per day. Aura is part of



http://mls.jpl.nasa.gov/data/v3-3_data_quality_document.pdf�
http://mls.jpl.nasa.gov/uars/data.php�
http://eospso.gsfc.nasa.gov/�
http://aura.gsfc.nasa.gov/�

NASA's A-Train group of Earth observing satellites. These satellites fly in formation
with the different satellites making measurements within a short time of each other.

The Aura MLS measures thermal emission from broad spectral bands centered near 118,
190, 240 and 640 GHz, and 2.5 THz emission are measured continuously (24 hours per
day) by 7 microwave receivers (2 each at 118 GHz and 2.5 THz) using a limb viewing
geometry which maximizes signal intensities and vertical resolution. MLS is
radiometrically calibrated after each 25 second limb scan. Design lifetime is 5 years of
continuous operation.

MLS makes measurements of atmospheric composition, temperature, humidity and cloud
ice that are needed to (1) track stability of the stratospheric ozone layer, (2) help improve
predictions of climate change and variability, and (3) help improve understanding of
global air quality. MLS observes thermal microwave emission from Earth's 'limb’ (the
edge of the atmosphere edge) viewing forward along the Aura spacecraft flight direction,
scanning its view from the ground to ~90 km every ~25 seconds.

The MLS measurements are made globally day and night. A feature of the MLS
technique is that its measurements can be obtained in the presence of ice clouds and
aerosol that prevent measurements by shorter-wavelength infrared, visible and ultraviolet
techniques.

Table 2. MLS Radiometers and Data Products

Radiometer  Primary Data Products Additional Data Products
temperature tangent pressure
118 GHz . . . . .
geopotential height contributes to Cirrus ice product

contributes to Cirrus ice product,

190 GHz H,O CIO (lower quality than from 640 GHz),
HNO3 N20 (lower quality than from 640 GHz),
HCN O3 (but not in upper trop),
volcanic SO,
240 GHz %30 improves quality of upper trop H,O
HCI . .
clo contributes to Cirrus ice product
HOCI stratospheric O3 with better vertical
resolution than 240 GHz
640 GHz HO, (but not in upper troposphere)
Bro improves quality of upper trop H,O
NO CH3CN, CHCl
volcanic SO, N N
25 THz OH O3 (lower quality than from

other radiometers)
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1.3

Brief background on algorithm

Aura MLS Level 2 data processing creates Level 2 data files of retrieved geophysical
parameters. Inputs to this step are MLS Level 1 data and operational meteorological data
(GMAO - GSFC Meteorological data Assimilation Office, and/or NCEP - National
Center for Environmental Prediction).

The primary tasks of Aura MLS Level 2 data processing software are to:

1. Retrieve geophysical parameters such as temperature, constituent abundances, from

the MLS Level 1B data, and provide estimates of uncertainties on the retrieved
quantities.

2. Produce additional diagnostic information (such as radiances calculated from the

retrieved parameters, and chi-square statistics) on the quality of the retrieved
geophysical parameters, and ‘flags’ to detect bad retrievals.

3. Produce ancillary data, such as tropopause pressure, which may be derived from

MLS data and/or ancillary meteorological data available at the time of data
processing.

4. Produce daily files of the output data, and a log summarizing appropriate

information on the processing statistics for that day.

There is one data file per day for each of the Level 2 data products. Each file corresponds
to 00-24 hours GMT and is ~1 MB in size (for Version 3.3).

The user is encouraged to read the following documents for further details on algorithms.

An Overview of the EOS MLS Experiment
http://mls.jpl.nasa.gov/data/eos_overview atbd.pdf

EOS MLS Retrieval Process Algorithm Theoretical Basis
http://mls.jpl.nasa.gov/data/eos_algorithm_atbd.pdf

EOS MLS Forward Model Algorithm Theoretical Basis Document
http://mls.jpl.nasa.gov/data/eos_fwd_mdl atbd.pdf

EOS MLS Algorithm Theoretical Basis for Cloud Measurements
http://mls.jpl.nasa.gov/data/eos_cloud_atbd.pdf

EOS MLS Mesosphere-Specific Forward Model Algorithm Theoretical Basis
Document

http://mls.jpl.nasa.gov/data/eos_polarized atbd.pdf

Precision Estimates for the Geophysical Parameters
http://mls.jpl.nasa.gov/data/eos_precision_atbd.pdf
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Table 3. EOS MLS Version 3.3 Standard Product Description, Shortname and Contact
Personnel (products with a * require significant averaging, e,g, monthly zonal mean, to
obtain a useful signal-to-noise ratio). “Please note the hydroxyl (OH) data product is not
available after Dec. 12, 2009 when the 2.5 THz module was placed in standby mode to

preserve its lifetime.
Data Set Short Name MLS contact
Bromine Monoxide (BrO) Mixing Ratio* ML2BRO Nathaniel Livesey
Methyl Chloride (CH;CI) Mixing Ratio* ML2CH3CL Michelle Santee
Methyl Cyanide (CH;CN) Mixing Ratio* ML2CH3CN Michelle Santee
Chlorine Monoxide (CIO) Mixing Ratio ML2CLO Michelle Santee
upper trop. / lower strat.:
Carbon Monoxide (CO) Mixing Ratio ML2CO Michael Schwartz .
upper strat. / mesosphere:
Hugh Pumphrey
Geopotential Height ML2GPH Michael Schwartz
L . troposphere: Bill Read
Water Vapor (H20) Mixing Ratio ML2H20 stratosphere: Alyn Lambert
Hydrogen Chloride (HCI) Mixing Ratio ML2HCL Lucien Froidevaux
Hydrogen Cyanide (HCN) Mixing Ratio* ML2HCN Hugh Pumphrey
Nitric Acid (HNO;) Mixing Ratio ML2HNO3 Gloria Manney
Hydroperoxy (HO,) Mixing Ratio* ML2HO2 Shuhui Wang
Hypochlorous Acid (HOCI) Mixing Ratio* | ML2HOCL Lucien Froidevaux
Ice Water Content ML2IWC Alyn Lambert
Nitrous Oxide (N,O) Mixing Ratio ML2N20 Alyn Lambert
. . troposphere: Michael Schwartz
Ozone (Os) Mixing Ratio ML 203 stratosphere: Lucien Froidevaux
Hydroxyl (OH) Mixing Ratio* ML20H Shuhui Wang
Relative Humidity ML2RHI Bill Read
Sulfur Dioxide (SO,) Mixing Ratio ML2SO2 Bill Read
Temperature ML2T Michael Schwartz
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2. Data Organization

2.1 File naming convention

The MLS Level-2 data files are named in accordance to the Aura guidelines convention:
<instrument>-<satellite>_L <level>-<product>_v<major>-<minor>_c<xx>_<yyyy>d<ddd>.<ext>

For example:
MLS-Aura_L2GP-H20_v03-30-c01_2007d059.he5

Where:
0 instrument = name of instrument = MLS.
o satellite = name of satellite = Aura.
o level = data processing level = 2GP (Level-2 geophysical product).
0 product = H20, BRO, O3, Temperature, etc .
0 major-minor = algorithm version, made up of major and minor number 03-30
o xx = file cycle number
o yyyy = four digit calendar year
0 ddd = day number in the year (001=January 1)
0 ext = file extension, i.e. format = he5 (HDF-EOS5)

The files contain an HDF-EOS swath given the same name as the product. In addition,
the standard O3 product files also contain swaths describing column abundance above
the (MLS and GEOS-5 defined) tropopause, and the standard Temperature file contains
additional swaths describing tropopause pressure (WML definition) inferred from MLS
and GEOS-5 temperatures. As some L2GP files contain multiple swaths, it is important
to ensure that the correct swath in the L2GP files is requested from the file. In the case
where the “default’ swath is requested (i.e., no swath name is supplied) most HDF
software will access the one whose name falls earliest in alphabetical order. This
generally results in the desired result for all products. For example, “O3” comes before
“O3 column-GEOS5”. Likewise, for temperature, the standard “Temperature” product
will be read in preference to the “WMOTPPressure-MLS” or “WMOTPPressure-
GEOS5” swaths that give tropopause.

2.2 File Format

Aura MLS Level-2 files are stored in the version 5 Hierarchical Data Format-Earth
Observing System (HDF-EOS5) Swath format. HDF-EOSS5 format is an extension of the
HDF5 format (developed by the HDFGroup) to meet the needs of EOS data products.
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2.3 Data Structure inside File

An HDF-EOS5 swath is made of three major groups; “Dimensions”, “Geolocation
fields”, and “Data fields” along with Attributes at the File Level, Swath Level,
Geolocation fields and Data fields. More than one species can be contained within a
swath and more than one swath can exist within a file.

Swath: The value for this name is not constrained.
Dimensions: dimensions of the Geolocation and Data field quantities.

Geolocation fields: describe the scientific measured quantities and provides information
to aid in describing the data’s “location”.

Data Fields: actual scientific data.

2.4 Key data fields (see the following section for a complete
list)

These are most likely to be used by users.

Dimensions:
* nTimes: number of times (profiles) in data set
» nLevels: number of pressure levels

Geolocation Fields:
» Latitude: Geodetic Latitude in degrees north (-90 to +90)
* Longitude: Geodetic Longitude in degrees east (-180 to +180)
» Time: Elapsed seconds since Jan 1, 1993 00:00:00 UTC
* LocalSolarTime: hours
* SolarZenithAngle: degrees
* Pressure: pressure ordered from ground to space in hPa

Data Fields
» L2gpValue: retrieved geophysical parameter values (BrO, O3, Temperature, etc.)
* L2gpPrecison: precision of the data (use only if > 0)
» Status: a bit field containing several flags (see 1.4 for details)
* Quality: a measure of quality of the product (see 1.4 for details)
 Convergence: diagnostic field related to fitting. VVoid if above thresholds that are
given separately for each parameter (see 1.4 for details)



3. Data Contents

Described below are all the parameters contained within Aura MLS Version 3.3 Level-2
Product file.

3.1 Dimensions
Name Explanation
nTimes Along-track dimension, Number of times (profiles) in data set
nLevels Vertical dimension, Number of Pressure levels
3.2 Geolocation Fields
Name Dimension Data Type Units Notes
Latitude (nTimes) HEST_NATIVE_FLOAT deg Geodetic Latitude
Longitude (nTimes) HEST_NATIVE_FLOAT deg range: [-180 to 180]
Time (nTimes) HES5T_NATIVE_DOUBLE S time in TAI units
LocalSolarTime (nTimes) HES5T_NATIVE_FLOAT h (hours)
SolarZenithAngle (nTimes) HES5T_NATIVE_FLOAT deg
LineOfSightAngle (nTimes) HES5T_NATIVE_FLOAT deg (East
of North)
OrbitGeodeticAngle (nTimes) HEST_NATIVE_FLOAT deg
ChunkNumber (nTimes) HES5T_NATIVE_INTEGER number related to data
processing
Frequency (nTimes) HES5T_NATIVE_FLOAT GHz In file only when
appropriate
Pressure (nLevels) HEST_NATIVE_FLOAT hPa Pressure will be a
superset of the UARS
pressure levels (ordered
from ground to space)
3.3 Full Swath Data Fields
HDF-EOS Name Dimension Data Type Units
BrO (nLevels,nTimes) HEST_NATIVE_FLOAT vmr
BrOPrecision (nLevels,nTimes) HES5T_NATIVE_FLOAT vmr
CH3CI (nLevels,nTimes) HES5T_NATIVE_FLOAT vmr
CH3ClIPrecision (nLevels,nTimes) HES5T_NATIVE_FLOAT vmr
CH3CN (nLevels,nTimes) HEST_NATIVE_FLOAT vmr
CH3CNPrecision (nLevels,nTimes) HES5T_NATIVE_FLOAT vmr
Clo (nLevels,nTimes) HES5T_NATIVE_FLOAT vmr
CIOPrecision (nLevels,nTimes) HES5T_NATIVE_FLOAT vmr
(6{0) (nLevels,nTimes) HES5T_NATIVE_FLOAT vmr
COPrecision (nLevels,nTimes) HES5T_NATIVE_FLOAT vmr
GPH (nLevels,nTimes) HES5T_NATIVE_FLOAT m
GPHPrecision (nLevels,nTimes) HEST_NATIVE_FLOAT m
H20 (nLevels,nTimes) HES5T_NATIVE_FLOAT vmr
H20OPrecision (nLevels,nTimes) HES5T_NATIVE_FLOAT vmr
HCI (nLevels,nTimes) HES5T_NATIVE_FLOAT vmr
HClIPrecision (nLevels,nTimes) HES5T_NATIVE_FLOAT vmr
HCN (nLevels,nTimes) HES5T_NATIVE_FLOAT vmr




HDF-EOS Name Dimension Data Type Units
HCNPrecision (nLevels,nTimes) HES5T_NATIVE_FLOAT vmr
HNO3 (nLevels,nTimes) HES5T_NATIVE_FLOAT vmr
HNO3Precision (nLevels,nTimes) HES5T_NATIVE_FLOAT vmr
HO2 (nLevels,nTimes) HES5T_NATIVE_FLOAT vmr
HO2Precision (nLevels,nTimes) HES5T_NATIVE_FLOAT vmr
HOCI (nLevels,nTimes) HES5T_NATIVE_FLOAT vmr
HOCIPrecision (nLevels,nTimes) HES5T_NATIVE_FLOAT vmr
IWC (nLevels,nTimes) HES5T_NATIVE_FLOAT g/m®
IWCPrecision (nLevels,nTimes) HEST_NATIVE_FLOAT g/m®
N20 (nLevels,nTimes) HES5T_NATIVE_FLOAT vmr
N2OPrecision (nLevels,nTimes) HES5T_NATIVE_FLOAT vmr
03 (nLevels,nTimes) HES5T_NATIVE_FLOAT vmr
O3Precision (nLevels,nTimes) HES5T_NATIVE_FLOAT vmr
OH (nLevels,nTimes) HES5T_NATIVE_FLOAT vmr
OHPrecision (nLevels,nTimes) HES5T_NATIVE_FLOAT vmr
RHI (nLevels,nTimes) HES5T_NATIVE_FLOAT % rhi
RHIPrecision (nLevels,nTimes) HES5T_NATIVE_FLOAT % rhi
SO2 (nLevels,nTimes) HES5T_NATIVE_FLOAT vmr
SO2Precision (nLevels,nTimes) HES5T_NATIVE_FLOAT vmr
Temperature (nLevels,nTimes) HES5T_NATIVE_FLOAT K
TemperaturePrecision (nLevels,nTimes) HES5T_NATIVE_FLOAT K

Mandatory Attributes in File

simpler interface to this information.
that they have specified.

The following attributes are ones that are mandatory to appear in the file. They are meant
to provide additional information or to ease use of the data. For instance, while the date
is provided in the attached metadata, the GranuleMonth/Day/Year is provided as a
Instrument teams may have additional attributes

3.4.1 File Level Attributes (HDF-EOS Global File Attributes)

This is information that helps to describe this particular data set.
labeling plots, calculating dates, etc.

difference in accessing attributes of either of these types.

Attribute Name Data Type Attribute Description
InstrumentName HEST_NATIVE_CHAR “MLS”

ProcessLevel HES5T_NATIVE_CHAR Processing Level --- “L2”
GranuleMonth HEST_NATIVE_INT Month of start of granule --- 1-12
GranuleDay HEST_NATIVE_INT Day of start of granule ---- 1-31

GranuleYear

HEST_NATIVE_INT

Year of start of granule ---- e.g.. 2004

TAI93At0zOfGranule

HEST_NATIVE_DOUBLE

TAI time of 0z of granule

PGEVersion

HES5T_NATIVE_CHAR

Processing version

It can be useful in
These will be set via calls to he5_ehwrglatt
(HE5_EHwriteglbattr for C users). Note that data types HES5T_NATIVE_CHAR and
HES5T_NATIVE_SCHAR can be used interchangeably. End users should not see a




3.4.2 Swath Level Attributes

This is information which helps describe the swath to which it is attached. These will be
set via calls to he5_swwrattr (HE5 SWwriteattr for C users).

Attribute Name Data Type Attribute Description

Pressure* HEST_NATIVE_FLOAT pressure levels

VerticalCoordinate HE5T_NATIVE_CHAR “Pressure”, “Altitude”, “Potential Temperature”,
“Total Column”, "Slant Column"

* This attribute is an exact duplicate of the Pressure Geolocation Field. Writing the
pressure data in two locations was agreed upon as a compromise between instrument
teams. This attribute is only mandatory if VerticalCoordinate is "Pressure".

3.4.3 Geolocation and Data Field Attributes (HDF-EOS Local Attributes)

This is information that helps to describe the individual data fields. Data Field Attributes
are a feature which can be useful in annotating plots as well as describing the data
product to input routines. If ScaleFactor and Offset are not applicable they may be
omitted. These attributes will be set via calls to he5_swwrlattr (HES_SWwritelocattr for
C users) if using swath format, he5_gdwrlattr (HE5_GDwritelocattr for C users) if using
grid format, and he5_zawrlattr (HE5_ZAwritelocattr for C users) if using Zonal Average
format.

Attribute Name Data Type Attribute Description
. - Contains the value for missing data
MissingValue Same type as Data Field (-999.99)
Title HE5T_NATIVE_CHAR For labeling a plot or axis
Labeling units (for labeling color bars,
Units HES5T_NATIVE_CHAR converting between units, etc). After applying

scale and offset, if applicable.

Describes if definition of field is shared with
other Aura Instruments ("Aura-Shared", "X-
UniqueFieldDefinitionl HE5T_NATIVE_CHAR Specific", where X=Instrument Name, "X-Y[-
Z]-Shared" where X,Y, and optional Z are
instrument names (in alphabetical order)
Factor for scaling data (mandatory only if
applicable)

ScaleFactor HEST_NATIVE_DOUBLE

In addition to the attributes listed above, the FillValue attribute is recommended. It is
created via the optional call to he5_SWsetfill (HE5_SWfillvalue for C users) if using
swath format, he5_GDsetfill (HE5_GDfillvalue for C users) if using grid format,
he5_ZAsetfill (HES_ZAfillvalue for C users) if using zonal average format. Its value can
be recovered by a call to he5_SWagetfill (HE5_SWagetfillvalue for C users) if using swath
format, he5_GDgetfill (HE5_GDfillvalue for C users) if using grid format, he5_ZAgetfill
(HES5_ZAfillvalue for C users) if using zonal average format. If it is used, its attribute
type and value must be the same as the MissingValue attribute. Its literal name is set
automatically and is not under the control of the instrument teams. In the form
implemented by the HDFEOS library at the time of this writing that literal name is
FillValue.



UniqueFieldDefinition is used to indicate to end-users if data from different instruments
can be considered to have the same definition. If X-Specific is set, then instrument X has
a unique definition of this field. 1f X-Y-Shared is set, then Instruments X and Y are using
the same definition for this field. "Aura-Shared" indicates the same definition is used for
all Aura instruments. Note that definitions can be shared even if dimensionalities are
different.



4. Options for Reading Data

The HDF Group provides various utilities for viewing the contents of HDF files and extracting
the raster, binary, or ASCII objects (see http://www.hdfgroup.org/tools/)

4.1 Command linetools

h5dump

The h5dump enables the user to examine the contents of an HDF5 file and dump those contents,
in human readable form, to the screen or to an ASCII or binary file.

h5dump [OPTIONS] filename

Options/Arguments:

-h or --help Print a usage message and exit.

-n 0Or --contents Print a list of the file contents and exit.

-B or --bootblock Print the content of the boot block.

-H or --header Print the header only; no data is displayed.

-A Oor --onlyattr Print the header and value of attributes; data of datasets is not displayed.
-1 0Or --object-ids Print the object ids.

-r 0Or --string Print 1-bytes integer datasets as ASCII.

-e 0r --escape Escape non-printing characters.

-V 0r --version Print version number and exit.

-a P Or--attribute=P Printthe specified attribute.
-d P Or--dataset=P Print the specified dataset.
See http://www.hdfgroup.org/HDF5/doc/RM/Tools.html#Tools-Dump) for more detailed information.

The h5ls utility lists the contents of an HDF5 file.

4.2 GUItools

HDFView (http://www.hdfgroup.org/hdf-java-htmi/hdfview/) is a visual tool for browsing and
editing HDF4 and HDF5 files and is available for various platforms (Windows, Linux, Solaris
SPARC, Mac OS). An optional plug-in for handling HDF-EOS data files can be downloaded at:
http://hdfeos.org/software/tool.php#HDF-EOQS%20plug-in%20for%20HDFVIEW.

Users, especially those who are not familiar with the Unix/Linux environment, are strongly
encouraged to use HDFView for quick access to data contents.

4.3 Read softwarein C, Fortran and IDL

Aura MLS science team provides number of reader software and format converters written in C,
IDL, and FORTRAN programming language. You can download them from GES DISC web
site: http://disc.sci.gsfc.nasa.gov/Aura/additional/tools.shtml. There are also links to software
from the MLS science team’s web page: http://mls.jpl.nasa.gov/data/readers.php.
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4.4 A sample reader in IDL
; ReadlL2.pro

: PURPOSE:
;. Asimple reader for MLS L2G products

; AUTHOR:

;Young-In Won [04/18/2008]

; Goddard Earth Science Data Information Service Center (GES DISC)
NASA/Goddard Space Flight Center

CALLING SEQUENCE:
. IDL> readl2, "filename", data
; ex) IDL> readl2, "MLS-Aura_L2GP-BrO_v02-21-c01_2006d054.he5", data

IDL> help, data, /struct ; shows the structure of data
IDL> print, data.ntimes ; prints number of times (profile)
IDL> print, data.time ; prints time for each profile (TAI time)
;  IDL> print, data.nlevels ; prints number of pressure levels
; IDL> print, data.pressure ; prints pressure level
;  IDL> print, data.longitude ; prints longitude of each profile
;  IDL> print, data.l2gpvalue ; prints geophysical values for each profile
; at each pressure level
; ..soo0n
; REQUIRES:

; IDL 6.1 or Greater

; INPUT PARAMETERS:

; filename - A scalar string that indicates the MLS L2GP file
; to be read (in HDF-EOS 5)

; data - constructed data to be returned

; RETURN VALUE:

; a data structure contains the following fields:

; swathName, number of sample times (nTimes), number of vertical levels (nLevels),
; pressure, latitude, longitude, time, localSolarTime, solarZenithAngle,

;  lineOfSightAngle, orbitGeodeticAngle, chunkNumber, 12gpValue, 12gpPrecision,

; status, quality, attributes. If the any of these values are not found in the

; file, they are replaced by a scalar value of the proper datatype.

13339 9939393999999999939999999939399393939333333399390999999393939393933939393999999)

Pro readl2, filename, result
COMPILE_OPT IDL2

;; Open hdf5 file and get filelD
fileID = H5F_Open(filename)

;» Retreive the swath name(s)
groupName = 'HDFEOS/SWATHS'
noSwaths = H5G_Get_NMembers(fileID, groupName)

::If more than one swath, select which swath to choose

if (noswaths gt 1) then begin

for swathindex=0, noswaths-1 do begin

thisName = H5G_Get_Member_Name(filelD, groupName, swathIndex)
print, ‘(',strtrim(swathindex, 2), ') Swath=", thisname

endfor
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read, 'Which swath do you want? ‘', ans_swath
swathname=H5G_Get_Member_Name(fileID, groupName, ans_swath)
endif else begin

swathname=H5G_Get_Member_Name(fileID, groupName, 0)

endelse

; Get the geolocation fields info
path2=groupname+/+swathname+/Geolocation Fields'
geo_members=H5G_GET_NMEMBERS(fileid,path2)
geo=strarr(geo_members)

for jj= 0, geo_members-1 do begin
geo[jj]=H5G_Get_Member_Name(fileid, path2, jj)
endfor

;Reading geolocation Fields

path3=groupname+/'+swathname+/Geolocation Fields/'+Time'

dsID = H5D_Open(fileid, path3)

time = H5D_Read(dsiD)

ntimes = N_Elements(time)

H5D_Close, dsID

path3=groupname+/'+swathname+/Geolocation Fields/+'Latitude’

dsID = H5D_Open(fileid, path3)

latitude = H5D_Read(dsiD)

H5D_Close, dsID

path3=groupname+7/+swathname+/Geolocation Fields/+'Longitude’

dsID = H5D_Open(fileid, path3)

longitude = H5D_Read(dsiD)

H5D_Close, dsID

; For some swaths (e.g. O3 column-GEQOSD5), there is no levels

dummy = Where(geo EQ 'Pressure’, cnt)

IF cnt GT 0 THEN BEGIN
path3=groupname+/'+swathname+/Geolocation Fields/'+'Pressure’
dsID = H5D_Open(fileid, path3)
pressure = H5D_Read(dsID)

H5D_Close, dsID
nLevels = N_Elements(pressure)

ENDIF ELSE BEGIN
nLevels =1
pressure =[0.0]

ENDELSE

path3=groupname+/'+swathname+/Geolocation Fields/+'LocalSolarTime'

dsID = H5D_Open(fileid, path3)

localsolartime = H5D_Read(dsiD)

H5D_Close, dsID

path3=groupname+7/+swathname+/Geolocation Fields/'+'SolarZenithAngle'

dsID = H5D_Open(fileid, path3)

solarzenithangle = H5D_Read(dsiD)

H5D_Close, dsID

path3=groupname+/'+swathname+/Geolocation Fields/'+'LineOfSightAngle’

dsID = H5D_Open(fileid, path3)

lineofsightangle = H5D_Read(dsiD)

H5D_Close, dsID

path3=groupname+/'+swathname+/Geolocation Fields/'+'OrbitGeodeticAngle'

dsID = H5D_Open(fileid, path3)

orbitgeodeticangle = H5D_Read(dsiD)

H5D_Close, dsID

path3=groupname+/'+swathname+/Geolocation Fields/'+'ChunkNumber'

dsID = H5D_Open(fileid, path3)

ChunkNumber = H5D_Read(dsiD)

H5D_Close, dsID
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: Get the data fields info
path4=groupname+/+swathname+/Data Fields'
data_members=H5G_GET_NMEMBERS(fileid,path4)
for kk= 0, data_members-1 do begin
dat=H5G_Get_Member_Name(fileid, path4, kk)
endfor

;Reading data Fields (and attributes for the geophysical value)
atts="
path3=groupname+/+swathname+/Data Fields/+'L2gpValue'
dsID = H5D_Open(fileid, path3)
12gpvalue = H5D_Read(dsiD)
FOR i =0, H5A_Get_Num_Attrs(dsid) - 1 DO BEGIN
attld = H5A_Open_Ildx(dsld, i)
atts =i EQ 0 ? Create_Struct(H5A_Get_Name(attld), (H5A_Read(attld))[0]) : $
Create_Struct(atts, HSA_Get_Name(attld), (H5A_Read(attld))[0])
H5A_Close, attld
ENDFOR
H5D_Close, dsID

path3=groupname+/'+swathname+/Data Fields/+'L2gpPrecision’
dsID = H5D_Open(fileid, path3)

L2gpPrecision = H5D_Read(dsiD)

H5D_Close, dsID

path3=groupname+/'+swathname+/Data Fields/'+'Status’
dsID = H5D_Open(fileid, path3)

status = H5D_Read(dsiD)

H5D_Close, dsID

path3=groupname+/'+swathname+/Data Fields/'+'Quality’
dsID = H5D_Open(fileid, path3)

quality = H5D_Read(dsiD)

nLevels = N_Elements(pressure)

H5D_Close, dsID

path3=groupname+/'+swathname+/Data Fields/+'Convergence'
dsID = H5D_Open(fileid, path3)

convergence = H5D_Read(dsiD)

H5D_Close, dsID

; Close file
H5F _Close, filelD

:; Construct the result

result = {swathName:swathName, nTimes:nTimes, nLevels:nLevels, $
pressure:pressure, latitude:latitude,longitude:longitude, $
time:time,localSolarTime:localSolarTime, $
solarZenithAngle:solarZenithAngle, $
lineOfSightAngle:lineOfSightAngle, $
orbitGeodeticAngle:orbitGeodeticAngle, $
chunkNumber:chunkNumber, $
12gpValue:12gpValue, $
12gpPrecision:I2gpPrecision, $
status:status, $
quality:quality, $
convergence:convergence, $
attributes:atts $

}
END
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5. Data Services and Interpretation

Aura MLS File Service

GES DISC has a search engine for users to limit the number of files for download by specifying
appropriate temporal constraints in search called Mirador (http://mirador.gsfc.nasa.gov/). The
total download size can be further reduced by choosing to spatially subset data within Mirador.

For data access and related services, check the following web site:
http://disc.sci.gsfc.nasa.gov/Aura/data-holdings/access.

Vertical profiles for selected products can be viewed with Giovanni (GES DISC online
visualization and analysis tool):
http://giovanni.gsfc.nasa.gov/.

Interpretation and Screening

Detailed information on data quality can be found in the EOS MLS Version 3.3 Level 2 data
quality and description document (http://mls.jpl.nasa.gov/data/v3-3_data_quality _document.pdf,
also appended to this README). Please review Table 1.1.1 on page 2, sections 1.5, 1.6, and 1.7
for v3.3 screening criteria. Users should also read the specific data product section found in
Chapter 3 of the document for additional details before working with these data.
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6. More Information

6.1 Web resources for Aura MLS data users:

NASA/JPL.:
= MLS Main Page: http://mls.jpl.nasa.gov/
= MLS Data Documentation: http://mls.jpl.nasa.gov/data/datadocs.php
= Data Validation : http://mls.jpl.nasa.qgov/data/validation.php

NASA/GSFC:

=  MLS Products & Data Access: http://disc.sci.gsfc.nasa.gov/Aura/overview/data-
holdings/MLS/index.shtml

=  MLS Documentation: http://disc.gsfc.nasa.gov/Aura/documentation/

= Data can also be obtained from Giovanni (online visualization and analysis tool):
http://gdatal.sci.gsfc.nasa.gov/daac-bin/G3/qui.cgi?instance id=mls

=  MLS FAQ (from Giovanni):
http://disc.sci.gsfc.nasa.gov/techlab/giovanni/G3_manual_Chapter 11 MLS.shtml

6.2 Point of Contact

URL http://disc.qgsfc.nasa.gov/

Name GES DISC HELP DESK SUPPORT GROUP
Email help-disc@]listserv.gsfc.nasa.qgov
Phone 301-614-5224
Contact
Fax 301-614-5268

Goddard Earth Sciences Data and Information Services Center,
Address Code 610.2
NASA Goddard Space Flight Center, Greenbelt, MD, 20771, USA
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7. Acronyms

DAAC Distributed Active Archive Center

DISC Data and Information Services Center

ECMWEF European Centre for Medium Range Weather Forecasts (UK)
ECS EOSDIS Core System

EDOS Earth Observing System Data and Operations System
EOS Earth Observing System

EOSDIS Earth Observing System Data and Information System
ESDT Earth Science Data Type

EU Engineering Unit

FOV Field of View

GES Goddard Earth Sciences

GES DISC Goddard Earth Sciences Data and Information Services Center
GSFC Goddard Space Flight Center

HDF Hierarchical Data Format

HDF5 Hierarchical Data Format Version 5.X

HDF-EOS Hierarchical Data Format for the EOS mission
HIRDLS High Resolution Dynamics Limb Sounder

L1A Level 1A Data

L1B Level 1B Data

L2 Level 2 Data

L3 Level 3 Data

LGID Local Granule Identification

Limb sounding A horizon-looking observation technique that uses a distant objects sun, start, or
a sensor on another satellite in a different Earth orbit

MCF Metadata Configuration File

MLS Microwave Limb Sounder

MW Microwave

NASA National Aeronautics and Space Administration

OMI Ozone Monitoring Instrument

TES Tropospheric Emission Spectrometer

NCEP National Centers for Environmental Prediction

NESDIS National Environmental Satellite, Data and Information Service
NOAA National Oceanic and Atmospheric Administration
PGE Product Generation Executive

PGS Product Generation System

PREPQC NCEP quality controlled final observation data

QA Quality Assessment

RTA Radiative Transfer Algorithm

SPS Science Processing System

URL Universal Reference Link

VIS Visible

WMO World Meteorological Organization
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Where to find answers to key questions

This document serves two purposes. Firstly, tos

summarize the quality of version 3.3 (v3.3) EOS

MLS Level 2 data. Secondly, to convey important,
information on how to read and interpret the data to

the scientific community.

The MLS science team strongly encourages
users of MLS data to thoroughly read this document.
Chaptef]l describes essential general information for
all users. Chaptdi 2 is considered background mate-
rial that may be of interest to data users. Chapler 3

discusses individual MLS data products in detalil.

For convenience, this page provides information
on how to quickly ascertain answers to anticipated®

key questions.

Where do | get v3.3 MLS Level 2 data?

All the MLS Level 2 data described here can be ob—.
tained from the NASA Goddard Space Flight Center
Data and Information Services Center (GSFC-DISC?

seehttp://disc.gsfc.nasa.gov/).

What format are MLS Level 2 data files in?
How do | read them?

MLS Level 2 data are in HDF-EOS version 5 format.
Details are given in sectidn1.5 (pdde 4).

Which MLS data points should be avoided?
How much should | trust the remainder?

These issues are described in sedfioh 1.6 (starting on

pagdb), and on a product by product basis in chap-
Why do some species abundances show nega-

ter[3. The key rules are:

Do not use data for any profile where the field
Status is an odd number.

Data for profiles where th8tatus field is non
zero should be approached with caution. See sec-
tion .6 on pagé&l5, and the product by product
description in chaptdd 3 for details on how to in-
terpret theStatus field.

Do not use any data for profiles where the
Quality field is lower than the threshold given
in the section of chaptéll 3 describing your prod-
uct of interest.

Do not use any data for profiles where the
Convergence field is higher than the threshold
given in the section of chaptEl 3 describing your
product of interest.

Some products require additional screening to re-
move biases or outliers, as described in chdpter 3.

Information on the accuracy of each product is
given in Chaptefl3. Detailed MLS accuracy bud-
gets are given in papers in the Aura Validation
special issue of the Journal of Geophysical Re-
search — Atmospheres. These papers describe the
earlier (v2.2) MLS data, the accuracy budgets for
which are expected to be similar to that of v3.3
described herein.

Data users are strongly encouraged to contact the
MLS science team to discuss their anticipated us-
age of the data, and are always welcome to ask
further data quality questions.

« Only data within the appropriate pressure rand®/e values, and how do I interpret these?
(described product by product in chapi@r 3) A'€ome of the MLS measurements have a poor signal

to be used.

to noise ratio for individual profiles. Radiance noise

e Always consider the precision of the data, as regan naturally lead to some negative values for these

ported in theL.2gpPrecision field.

species. It is critical to consider such values in sci-

e Do not use any data points where the precisigntific study. Any analysis that involves taking some
is set negative. This indicates poor informatiofPrm of average will exhibit a high bias if the points

yield from MLS.

with negative mixing ratios are ignored.

EOS MLS Level 2 Version 3.3 Quality
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Chapter 1
Essential reading for users of MLS version 3.3 data

1.1 Scope and background for this document

This document describes the quality of the geophysical pietducts produced by version 3.3 (v3.3 here-
after) of the data processing algorithms for the EOS Micr@vhimb Sounder (MLS) instrument on the

Aura spacecraft. The intended audience is those wishingat@emse of EOS MLS data for scientific study.
The geophysical products described in this document arpratfluced by the “Level 2" algorithms, and

briefly summarized in TableZI1.1.

The v3.3 MLS data are the third ‘public release’ of MLS dalkeg, first being version 1.5 [Livesey ef al.,
2005], and the second version 2.2. The v2.2 data are deddritseseries of validation papers published in
a special issue of théournal of Geophysical Researoh2007/2008. This document updates findings from
these papers for version 3.3, and gives more general intman the use of MLS data. As always, those
wishing to use MLS data are strongly advised to consult theSMtience team concerning their intended
use.

In addition to describing the data quality, this documenegia brief outline of the algorithms used
to generate these “Level 2” data (geophysical productsrteg@long the instrument track) from the input
“Level 1" data (calibrated microwave radiance observatjon

More information on the MLS instrument can be found in thewdoentAn Overview of the EOS MLS
Experimen{Waters et al.. 2004]. A more general discussion of the mere limb sounding technique and
an earlier MLS instrument is given In Waters et al. [1999].eTtheoretical basis for the Level 2 software
is described in_Livesey and Snyder [2004]. A crucial compared the Level 2 algorithms is the “Forward
Model”, which is described in detail in Read el al. [2004] &xhwartz et al.. [2004]. The documeBOS
MLS Retrieved Geophysical Parameter Precision Estimiii#ipiak et all,|2004] is a very useful source
of information on the expected precision of the EOS MLS datad should be regarded as a companion
volume to this document. The impact of clouds on MLS measargmand the use of MLS data to infer
cloud properties is described lin Wu and Jlang [2004]. All #fseve documents and papers are available
from the MLS web site{ttp://mls. jpl.nasa.gov/).

A subset of the information in these documents is also redadrt thelEEE Transactions on Geoscience
and Remote Sensing\n overview of MLS is given in Waters etlal. [2006], the aligloms that produce the
data described here are reviewed.in Livesey et al. [2006idR¢ al. [2006];_Schwartz etlal. [2006]; Wu et al.
[2006]. Other papers describe the calibration and perfaneaf the various aspects of the MLS instrument
[Jarnot et al., 2006; Pickeit, 2006; Cofield and Stek, 2006 the MLS ground data system [Cuddy et al.,
2006]. The detailed validation of the MLS v2.2 dataset iscdbed in a collection of papers in the ‘Aura
Validation’ special issue of JGR-Atmospheres (papersiphbtl in 2007 and 2008). These are cited in the
sections of Chaptéd 3 on a product-by-product basis.
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Chapter 1. Essential reading for users of MLS version 3.adat

Table I.1.1: Summary of key information for each MLS standard product. Essential additional infor-

mation is given in each product section of chapter[3l

Useful vertical i
Product name range / hPa tth::IslltlZ)I gl i‘:‘s’:ﬁ:?ﬁe Notes Contact name
BrO 10-3.2 1.3 1.05 AD,N  Nathaniel Livesey
CH3Cl 147—-4.6 1.3 1.05 N Michelle Santee
CH3CN 46-1.0 1.4 1.05 E,N Michelle Santee
Clo 147—1.0 1.3 1.05 B Michelle Santee
100—-0.0046 0.2 Hugh Pumphrey
co 215-146 .1 4 c.0 Michael Schwartz
GPH 261-0.001 0.65 1.2 C Michael Schwartz
83-0.002 - Alyn Lambert
H20 316-100 .3 20 C William Read
HCI 100—-0.32 1.2 1.05 - Lucien Froidevaux
HCN 10-0.1 0.2 2.0 AEN  Hugh Pumphrey
HNO3 215-1.5 See text See text C,0 Gloria Manney
HO2 22-0.046 N/A I.1 DN Shuhui Wang
HOCI 10-2.2 1.2 1.05 N Lucien Froidevaux
IwcC 215-83 N/A N/A B Alyn Lambert
IWP N/A N/A N/A B Alyn Lambert
N20O 100—-0.46 1.4 1.01 C Alyn Lambert
o303 100—-0.02 06 18 co Lucien Froidevaux
261 —121 ’ ’ ’ Michael Schwartz
OH 32-0.0032 N/A .1 D Shuhui Wang
RHIM 316-0.002 See text See text C William Read
SO2 215-10 0.6 1.8 E William Read
Temperature[?l  261-0.001 0.65 1.2 C Michael Schwartz
Notes:

A

Users should consider using alternative versions of these
products, produced (or planned to be produced) using dif-
ferent algorithms, as described in the text.

This product contains significant biases in certain regions
that may need to be accounted or corrected for in scientific
studies. See text for details.

Interference from clouds can affect this product at certain
altitudes. See text for details.

Biases in this product can be ameliorated (in selected con-
ditions) by taking day/night differences. See text for details.

At some altitudes, this product contains biases of a magni-
tude that render the product useful only for the study of
‘enhancement events’ (e.g., volcanic plumes, extreme fire
pollution). See text for details.

N This is a ‘noisy’ product requiring significant averaging (e.g.,
monthly zonal mean). See text for details.

O This product contains significant outliers (e.g., spikes or os-
cillations) in some regions (typically related to clouds in the
tropical upper troposphere). These should be screened out
as detailed in the text.

[1] Only use profiles having ‘Quality’ higher than this value.

[2] Only use profiles having ‘Convergence’ lower than this value.

[3] File also contains two swaths giving column above the (MLS
and GEOS-5 defined) tropopause.

[4] Relative humidity with respect to ice computed from the
MLS H,O and Temperature data.

[5] File also contains swaths giving estimates of tropopause.
pressure (WMO definition) inferred from MLS and GEOS-5
temperatures.
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1.2 Overview of v3.3 and this document

The remainder of this chapter reviews issues that are cerexiessential readindor users of the v3.3
dataset. Chaptél 2 details relevant aspects of the MLSumstnt design and operations and the theoretical
basis for the v3.3 algorithms that are considebadkground reading

Chaptei B describes the data quality to be expected for tatah products from the MLS instrument
for v3.3. These are observations of vertical profiles of theralance of BrO, CkCl (a new product on
v3.3), CHCN, CIO, CO, HO, HCI, HCN, HNG;,, HO,, HOCI, N;O, O3, and OH and S§ along with
temperature, geopotential height, relative humidity (d=l from the HO and temperature data), and cloud
ice water content, all described as functions of pressure.3I3 these profiles are mostly output on a grid
that has a vertical spacing of six surfaces per decade chargessure £2.5km), thinning out to three
surfaces per decade above 0.1 hPa. Exceptions to this aee vegior, temperature, ozone and relative
humidity which are on a finer 12 per decade grid from 1000 hPRhBa. Cloud ice water content is also
reported on this fine grid, and profiles do not extend to thetesphere and mesosphere. The OH product
maintains a 6 per decade grid spacing into the upper mes@spHerizontally the profiles are spaced by
1.5 great-circle angle along the orbit, which corresponds tm#li60 km. The true vertical and horizontal
resolution of the products is typically somewhat coarsantthe reporting grid described here. For some of
the products, the signal to noise ratio is too low to yielentfically useful data from a single MLS profile
observation. In these cases, some form of averaging (eegklwmaps, monthly zonal means etc.) will be
required to obtain more useful results.

In addition to these standard products, the algorithms@sduce data for many “diagnostic” products.
The bulk of these are similar to the standard products, ihttiey represent vertical profiles of retrieved
species abundances. However, the information on theseabtg products has typically been obtained
from a different spectral region than that used for the stahgbroducts. These diagnostic products are not
discussed in this document. Further information on theswaslable from the MLS science team.

At the time of writing, the current version of the data pragieg software is version 3.30, producing
files labeledv03-30. Any minor ‘bug fix’ updates will be referred to as v3.31, v3,&tc. This document is
intended to be applicable to any v.BILS data. Revisions that represent more than a minor ‘bugafilt’
not be known as v3x3and will be accompanied by a revised version of this document

1.3 MLS data validation status

As discussed above, a complete set of MLS validation papessritbe the validation state of the earlier
v2.2 data. The majority of the v2.2 MLS data products havepatingly, completed ‘Stage 3 Validation’
defined as:

Product accuracy has been assessed. Uncertainties in tiupt and its associated structure
are well quantified from comparison with reference in situother suitable reference data.
Uncertainties are characterized in a statistically robugiy over multiple locations and time
periods representing global conditions. Spatial and terapoonsistency of the product and
with similar products has been evaluated over globally esentative locations and periods.
Results are published in the peer-reviewed literature.

Work, including that described in this document, is undgni@re-validate the v3.3 data, and to further
establish them as ‘Stage 4’ validated, defined as:

Validation results for stage 3 are systematically updatbeémnew product versions are released
and as the time-series expands.

lSeehttp ://science.nasa.gov/earth-science/earth-science-data/data-maturity-levels/
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Chapter 1. Essential reading for users of MLS version 3.adat

1.4 Differences between MLS v3.3 data and earlier v2.2 data

All of the MLS data products have been updated from the eare?2 algorithms. Significant updates are
detailed below.

Changes to vertical grids: Most products are reported on a vertical grid spaced at Gsesfper decade
change in pressure~.5 km spacing), thinning out to 3 surfaces per decade aspres less than
0.1 hPa. As with v2.2, selected products are reported onteehigsolution grid at lower altitudes,
spaced at 12 surfaces per decadé.@ km).

In v3.3, these ‘high resolution’ products transition baokthe regular 6-surfaces-per-decade grid
at 1.0 hPa (v2.2 transitioned at 22 hPa). As with v2.20HTemperature, geopotential height, and
relative humidity are reported on this grid. In additions ® now reported on this ‘high resolution’
grid in v3.3.

Amelioration of biases in upper tropospheric CO and HNG;: Significant biases in these products at
215 hPa (and partly at 146 hPa) have been ameliorated. Thibden accomplished by updates in
spectroscopy, a change in the manner in which backgrouridnesl is modeled, and neglecting in-
formation from a small number of channels (in the 240-GHzBpéregion) that were giving rise to
retrieval problems.

Extension of the vertical range for O;: In addition to being reported on a higher resolution vettgrad,
the G; product now contains scientifically useful values at 261, lifPeontrast to v2.2 where retrievals
were useful only at pressures of 215 hPa or less.

Reduction of biases in CIO: Biases in lower stratospheric CIO observations have begnmifigiantly re-
duced, but still need to be accounted for as described in iBes€ction.

New methyl chloride product: CHsCl is now retrieved from spectral signatures in the 640-GEjgiaon
(partly responsible for the lower stratosphere CIO bias).

In addition to these specific changes, changes in all predintiuding those not listed above, have resulted
from updates to spectroscopy and instrument calibratimwkedge, and in indirect response to the larger
changes detailed above.

The improvements in the 240-GHz species,(BINOs, and CO in the upper troposphere and lower
stratosphere) partly derive from changes in the modelingaskground radiances (as described above). An
unfortunate side effect of this change is that these meammts are more sensitive to clouds than in v2.2.
Additional screening rules for these products must be demed, as described in chapfér 3.

Also note that the threshold values of ‘Quality’ and ‘Com@nce’ to be applied in data screening have
been updated for all products.

1.5 EOS MLS file formats, contents, and first order quality information

All the MLS Level 2 data files described here are availablenfiihe NASA Goddard Space Flight Cen-
ter Data and Information Services Center (GSFC-DISChseg: //disc.gsfc.nasa.gov/). The standard
and diagnostic products are stored in the EOS MleSel 2 Geophysical Produ€t2GP) files. These are
standard HDF-EOS (version 5) files containing swaths in theaAvide standard format. For more infor-
mation on this format see Craig ef al. [2003]. A sample regdlimction for the Interactive Data Language
(IDL, version 6.1 or later required), known asad12gp.pro may have been supplied with the data and is
available from theéDpen Channel Software Foundati@inttp: //www.openchannelsoftware.org/). A
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reader for MATLAB (readL2GP.m) is also available at the same site, and one for python isplduo be
added shortly.
The standard products are stored in files named accordirige toanvention

MLS-Aura_L2GP-<product>_v03-30_<yyyy>d<ddd>.heb

where<product> is Br0, 03, Temperature, etc. The files are produced on a one-day granularity (mid-
night to midnight, universal time), and named accordinght® ¢abservation date whetgyyy> is the four
digit calendar year andddd> is the day number in that yead@1 = 1 January). The files contain an HDF-
EOS swath given the same name as the product. In additiorstéinelard @ product files also contain
swaths describing column abundances, and the standardefatme file contains additional swaths de-
scribing tropopause pressure. As some L2GP files contaitipteubwaths, it is important to ensure that
the correct swath in the2GP files is requested from the file. In the case where the ‘défaulath is re-
qguested (i.e., no swath name is supplied) most HDF softwdraecess the one whose name falls earliest
in ASCII order. This generally results in the desired refaitall products. For example(3” comes before
“03_column-GEOS5”". Likewise, for temperature, the standarfefiperature” product will be read in pref-
erence to theWMOTPPressure-MLS” or “WMOTPPressure-GE0S5” swaths that give tropopause pressures
(note that, as with v2.2, these names are different from gfoévalent products in v1.5).

Each swath contains data fielti8gpValue andL2gpPrecision, which describe the value and preci-
sion of the data, respectively. Data points for whiclgpPrecision is set negativeshould not be useds
this flags that the resulting precision is worse than 50% e&tpriori precision, indicating that instrument
and/or the algorithms have failed to provide enough usefigrination for that point. In addition to these
fields, fields such asatitude etc. describe geolocation information. The fieldne describes time, in the
EOS standard manner, as the number of seconds elapsedifincthe 5 or 6 subsequent leap seconds to
date) since midnight universal time on 1 January 1993.

1.6 Additional quality control information described in th e ‘Quality’, ‘Con-
vergence’ and ‘Status’ fields

In addition to the data and their estimated precisions etlggality metrics are output for every profile of
each product. The first, calle@hality, gives a measure of the quality of the product based on the fit
achieved by the Level 2 algorithms to the relevant radiantesger values ofjuality generally indicate
good radiance fits and therefore trustworthy data. Valugmal ity closer to zero indicate poorer radiance
fits and therefore less trustworthy data. The valugweflity to be used as a “threshold” for rejecting data
in scientific studies varies from product to product, andiveg later in this document.

The second quality metric is call&&tatus. This is a 32 bit integer that acts as a bit field containing
several “flags”. FigurEZ1.8.1 describes the interpretatitthese flags in more detail. The first two bits (bits 0
and 1) are “flagging” bits. If the first bit is set it indicatdsat the profileshould not be used in any scientific
study Accordingly, any profile for whicl8tatus is an odd number should not be used. The second bit
indicates that data are considered questionable for soaseme Higher bits give more information on the
reasons behind the setting of the first two bits. So, for exaygvalue ofStatus of 18 (2+16) indicates
that the data are questionabie=t bit 2) because of the possible presence of high altitudedsl@is = bit
4).

The most commonly set information bits are the “high alt#udoud” and “low altitude cloud” bits.
These indicate that the data have been marked as questdmatause the Level 2 software believed that
the measurements may have been affected by the presencoeid$ ¢tlouds alone will never cause a profile
to be marked as not to be used). The implications of this vam fproduct to product and, more importantly,
height to height. For example, situations of “low cloud” iggily have very little impact on the quality of
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10 9 8 7 6 5 4 3 2 1 0 Bit

1024 | 512 | 256 | 128 | 64 32 16 8 4 2 1 Value

: L Flag — Bad profile: Do not use this
I profile (see the ‘information’ bits for
: an explanation).
[
[
|

Flag — Warning: This profile is
— — — — > questionable (see the ‘information’
bits for an explanation).

Flag — Comment: See the
L ‘information’ bits for additional
comments concerning this profile.

Information: (Warning) This
e e — - > profile may have been affected by
high altitude clouds.

Information: (Warning) This
profile may have been affected by
low altitude clouds.

Information: (Comment) GEOS-5
——————————————————————— > a priori temperature data were
unavailable for this profile.

Information: (Bad profile) The
retrieval for this phase encountered
a numerical error.

Information: (Bad profile) Too few
e — radiances were available for good
retrieval of this profile.

Information: (Bad profile) The task
retrieving this profile crashed
(typically a computer failure).

Figure 1.6.1: The meaning of the various bits in the Status field. The bits not labeled are not used
in v3.3. Later versions may implement specific meanings for these bits. Note that bit 6 (GEOS-5 data)
was not used in v1.5, and that the information in bits 7 and 8 were combined into bit 8 in versions 1.5
and 2.2.

stratospheric data. Further details of the implicationsheke flags are given later in this document on a
product by product basis.

The third diagnostic fiel€@onvergence describes how the fit to the radiances achieved by the ratriev
algorithms compared to the degree of fit to be expected. Bhipiantified as a ratio of an aggregaté
value to that predicted based on the assumption of a linestersy[Livesey et all, 2006]. Values around
unity indicate good convergence, the threshold valuesaldnich profiles should not be used are given on
a product by product basis later in this document.
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1.7 Animportant note on negative values

Some of the MLS observations are ‘noisy’ in nature. A consege of this is that negative values may
often be reported for species mixing ratios. It is importdrdt such valuesiot be ignored or masked
Ignoring such values will automatically introduce a patbias into any averages made of the data as part
of scientific analysis. Water vapor is retrieved using a tidbaic basis (both vertically and horizontally, as
discussed in sectidn_1.9). Accordingly, no negative wasgov abundances are produced by v3.3.

1.8 Averaging kernels for MLS v3.3 profiles

As is common for remote sounding instruments, considaratibthe ‘Averaging Kernel' [e.gl._Rodgers,
2000] can be important in some scientific studies. Howeber,relatively high vertical resolution of the
MLS observations (compared, for example, to nadir soundmmposition instruments) allows for many
scientifically useful studies to be undertaken withoutnexfiee to the averaging kernels. This section reviews
the role averaging kernels play in comparing MLS profilestteeo observations and/or model profiles and
describes how to obtain representative kernels for the ¢&t&.

The averaging kernel matrik relates the retrieved MLS profiles (given by the vecipto the ‘true’
atmospheric state (the vectoraccording to

X
Coox
Rows of theA matrix accordingly describe the contributions of the triem@spheric profile to the given
level in the retrieved profile. The figures later in this doamhshow these rows as individual colored lines.
Given an independent observation or model estimate of ansgheric profilex, the averaging kernels,

in combination with the MLSa priori profile x,, can be used to compute the profiles that MLS would
observe, were the true profile to be in the state giver,according to

(1.1)

X =Xz +A[X — Xqa] (1.2)

Thea priori profile for each MLS observation is available from th2GP-DGG files. These files (one file
per day, as for the product files) contain swaths named aicgptd the product, with the suffixAPriori’
(note the hyphen). Examples afehperature-APriori’and ‘03-APriori’.

Note that in the case of water vapor where (as described beldagarithmic interpolation is used for
the profile, the calculations in equatibnll.2 should be peréal in log space, i.e., witk andx, containing
logarithm of the given KO mixing ratio (leaving theéd matrix as supplied).

The full MLS averaging kernels are complicated entitieflerting the two dimensional ‘tomographic’
nature of the MLS retrievals (see sectlonl2.2). We antieiplaat few, if any, users will need to apply these
full two dimensional kernels, whose interpretation is céemp(please contact the MLS team for further
information on these). The full kernels can be ‘collapsedthe horizontal, to provide a single vertical
averaging kernel for each product (as is done for many nadinding instruments). Such kernels are shown
for each product (along with ‘horizontal’ averaging kesjein chaptefl3. The MLS averaging kernels
typically change little with latitude / season / atmospbetate. Accordingly, two representative kernels are
shown for each product, one for the tropics and one for polatavconditions. These representative kernels
are available to users as described below. If variabilitthmaveraging kernels is a concern, comparison of
X profiles obtained using the two kernels (likely to repredemt extreme cases) can provide a quantitative
estimate of the magnitude of differences introduced by éderariations.

The two averaging kernels for each product are distributetdet files, named according to

MLS-Aura_L2AK-<product>-<case>_v03-30_0000d000. txt
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where<case> is Eq or 70N for the equator and 70l, respectively (oiDay andNight for OH, see sec-
tion[3.I8). These files are available from the MLS web site at

http://mls.jpl.nasa.gov/data/ak/

These files contain comment lines (prefixed with a semicottascribing their format. The first non-
comment line gives the name of the product and the numbewefden the vertical profile. A list of the
pressure levels in the profile (matching those in the L2GB)fiethen given, followed by all the values of
the averaging kernel matrix, with the row index (the leveltia retrieved profile) varying most rapidly.

Typically, of course, the MLS profile pressures are not thokéhe observation or model dataset to
which the comparison is being made. In many cases, pantigwidiere the resolution of the other dataset is
comparable to that of the MLS profiles, a simple linear inbdsfon is the most practical manner in which
to transform the other dataset into th@rofile space. However, we note that more formal approaches h
been described [Rodgers and Connor, 2003] for the case vihereomparison dataset is also remotely
sounded and has an averaging kernel. In cases where the ismnpdataset has high vertical resolution
(e.g., sonde or Lidar observations), an additional comata is described in the following section.

1.9 Considerations for comparisons with high vertical restution datasets

The MLS Level 2 data describe a piecewise linear repregentatf vertical profiles of mixing ratio (or
temperature) as a function of pressure, with the tie poiivisrgin theL2GP files (in the case of water vapor,
the representation is piecewise linear in log mixing ratidhis contrasts with some other instruments,
which report profiles in the form of discrete layer means.slihterpretation has important implications that
may need to be considered when comparing profiles from ML8ded from other instruments or models,
particularly those with higher vertical resolution.

It is clearly not ideal to compare MLS retrieved profiles whiter resolution data by simply ‘sampling’
the finer profile at the MLS retrieval surfaces. One might expkat instead one should do some linear
interpolation or layer averaging to convert the other dzattas the MLS grid. However, in the MLS case
where the state vector describes a profile at infinite resolutbtained by linearly interpolating from the
fixed surfaces, it can be shown that the appropriate thingpts do compare to a least squares fit of the
non-MLS profile to the lower resolution MLS retrieval grid.

Consider a high resolution profile described by the veatgrand a lower resolution MLS retrieved
profile described by the vecter. We can construct a linear interpolation in log pressure itit@rpolates
the low resolution information irx; to the high resolution grid of,. We describe that operation by the
(typically highly sparseh,, x n; matrix H such that

Xn = HX| (13)

wherex;, is the high resolution interpolation of the low resolutign It can be shown that the best estimate
profile that an idealized MLS instrument could obtain, wdre true atmosphere in the state described by
Zy, is given by

z = Wz, (1.4)

where .

W =[HTH] "HT (1.5)
In other wordsz represents a least squares linear figo This operation is illustrated by an example in
Figure[L.91L. Precision uncertainty on high resolution sneaments may be similarly converted to the MLS

grid by applying
S =WSW' (1.6)
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Figure 1.9.1: Comparisons of MLS (vl.5) N;O observations with in-situ balloon data (courtesy of
J. Elkins). The raw balloon data (z) are shown as the grey shaded region (shading indicates precision).
A coincident MLS profile (X|) is shown in red with the red error bars indicating precision. The red
dots show the MLS data linearly interpolated to the balloon pressures using the H matrix (i.e., Xy from
equation [[3). The black line shows the ‘least squares’ interpolation of the balloon data onto the MLS
grid using the W matrix as described in the text (i.e., z from equation [[4). The black line therefore
represents the closest possible match at this resolution to the original grey line, and is the appropriate
quantity to compare to the red MLS profile, and to be multiplied by the averaging kernels for formal
comparison.

where$;, is the covariance of the original high resolution data @gtly diagonal) and is its low resolution
representation on the MLS pressure grid. Following thiagfar of the high-resolution profile onto the state
vector vertical grid, the profile can be multiplied by the eagng kernels, as described above, according to
equatior_TP.

In some cases, the application of this least-squares ‘$rimaptis as important, if not more important,
than the application of the averaging kernels described@abdhis is particularly true when the averaging
kernels are close to delta functions, indicating that theicad resolution is comparable to the retrieved
profile level spacing.

In the case of water vapor, where a logarithmic vertical besused, th& andz vectors should describe
the logarithm of the mixing ratio.
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1.10 A note on the HCI measurements in v3.3

Starting in February 2006, the primary MLS band for measuHCI (specifically the HCP isotopologue)
(R4:640.B13F:HC1 or ‘band 13’) began to exhibit symptoms of aging and was destet to conserve life.
This is likely to be due to a radiation susceptibility issoe & batch of transistors identified shortly before
launch. Useful observations of HCI are still made with theent bandK4 :640.B14F: 03 or ‘band 14’)
which, as can be seen from Figufes2.1.1 andR.1.2 also @#eevHC? line (and a smaller line for the
HCI® isotopologue).

In order to avoid undesirable discontinuities in the v3.3lld&taset, the band 13 radiances are not
considered in the retrieval of the standard HCI productheme days for which it was active (as with the
earlier v2.2 algorithms). For days prior to the 16 Februa®P® deactivation of band 13, and the few
subsequent days when band 13 has been (or will be) readijaeev3.3 algorithms also produce a second
HCI product (in theHC1-640-B13 swath in theL2GP-DGG) file which includes the band 13 radiances,
giving a product with improved precision and resolutionhe upper stratosphere and mesosphere. See the
sectior3.B for more information, including a list of the balB reactivation days to date.

As discussed in sectidn-8.9, while the band 14 and band 13tatavery good agreement in the lower
stratosphere, they disagree on the magnitude of the deglirend in upper stratospheric HCI (reflecting cuts
in emissions of ozone depleting substances). At these liigidas the HCI line is significantly narrower
than the single channel in band 14 in which it resides, wisgtfeaband 13 channels (by design as this band
was targeted to HCI) resolve the line shape. Accordinglytéind 13 trend is judged to be the more accurate
one.

1.11 A note on OH measurements in v3.3

The MLS OH measurements derive from observations in thelBi5-region of the spectrum. The local
oscillator signal driving the MLS 2.5-THz radiometers i®pided by a methanol laser (pumped by aLCO
laser). In December 2009, following more than five years afrapon, this laser began to show signs of
aging and was temporarily deactivated (prior to the 2004sAaunch, the expected lifetime of this laser was
only two years).

Upper stratospheric and mesospheric OH are strongly affeloy solar activity, which has been low
during the Aura mission to date. We are conserving remailiiedor the MLS OH measurements, pending
the increased solar activity expected as we approach selginmm.
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Chapter 2
Background reading for users of MLS version 3.3 data

2.1 EOS MLS radiance observations

FiguredZ.TH andZ2.1.2 show the spectral coverage of the ikkt&iment. The instrument consists of seven
radiometers observing emission in the 118 GHz (R1A and R18),GHz (R2), 240 GHz (R3), 640 GHz
(R4) and 2.5THz (R5H and R5V) regions. With the exceptionhaf two 118 GHz devices, these are
“double sideband” radiometers. This means that the obSensafrom both above and below the local
oscillator frequencies are combined to form an “intermedfeequency” signal. In the case of the 118-GHz
radiometers, the signals from the upper sideband (thosgidrecies above the126 GHz local oscillator)
are suppressed. These intermediate frequency signalbemesplit into separate “bands”. The radiance
levels within these bands are quantified by various specters.

In operation, the instrument performs a continuous vdrtican of both the GHz (for R1A-R4) and THz
(R5H, R5V) antennae from the surface to about 90 km in a peri@bout 20 s. This is followed by about
5 s of antenna retrace and calibration activity. Thig5 s cycle is known as Eajor Frame(MAF). During
the~20 s continuous scan, radiances are reported at 1/6 s itgdmvawn asMinor Frames(MIFs).

2.2 Brief review of theoretical basis

The Level 2 algorithms implement a stand&gtimal Estimatiorretrieval approach [Rodgels, 1976, 2000]
that seeks the “best” value for the state vector (the probleemperature and abundances) based on an
optimal combination of the fit to the MLS radiance observadi@ priori estimates of the state vector (from
climatological fields), and constraints on the smoothnés#iseoresult. This fit must often be arrived at in an
iterative manner because of the non-linear nature of the HOS measurement system.

An innovative aspect of the retrieval algorithms for EOS M&u&es from taking advantage of the fact
that the MLS instrument looks in the forward direction frohetspacecraft. Figute2.2.1 reviews the EOS
MLS measurement geometry and shows that each radiancevatigeris influenced by the state of the
atmosphere for several consecutive profiles. In the v3.3L2walgorithms, the state vector consists of
“chunks” of several profiles of atmospheric temperature emhposition, which are then simultaneously
retrieved from radiances measured in a similar number of Mt&hs. Results from these “chunks” are then
joined together to produce the products at a granularitynef day (the chunks overlap in order to avoid
“edge effects”).

The retrieval state vector consists of vertical profileseshperature and composition on fixed pressure
surfaces. Between these fixed surfaces, the forward mostlsree that species abundances and temperature
vary from surface to surface in a piecewise-linear fashiexcépt for the abundance of,@, which is
assumed to vary linearly in the logarithm of the mixing ratiorhis has important implications for the
interpretation of the data as was described in sedfioh 1n9addition to these profiles, the pressure at
the tangent point for the mid-point of each minor frame isiesed, based on both radiance observations
and knowledge of tangent point height from the MLS antennsitipm encoder and the Aura spacecraft
ephemeris and attitude determination.
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Figure 2.1.1: The five panels show the spectral regions covered by the MLS radiometers. The grey boxes and other symbols denote the position

of the various “bands” observed within the spectral regions covered by each radiometer.
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2.2. Brief review of theoretical basis
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Figure 2.1.2: This is similar to figure 2Tl except that x-axes represent “intermediate frequency”.
The signal at each intermediate frequency represents a sum of the signals observed at that frequency
both above and below the local oscillator (below only in the case of the | 18 GHz receivers.

Most of the MLS data products are deduced from observatidrspectral contrast, that is, variations
in radiance as a function of frequency for a given limb poigti Many of the systematic errors in the
MLS measurement system manifest themselves as a spedlatlgrror in radiance. This is true of both
instrumental effects such as variations in instrument gaid offset during the limb scan, and “forward
model” effects such as knowledge of continuum emission hadnpact of some approximations made in
the forward model in order to increase its speed. In ordeictmant for such effects, the v3.3 algorithms
also retrieve spectrally flat (or slowly spectrally varyjraprrections to the MLS radiances, either in terms
of an additive radiance offset or an additive atmospherimetion.
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Figure 2.2.1: The top diagram shows a section of one orbit. Three of the 120 limb ray paths per scan
are indicated by the “horizontal” lines. The lower diagram shows an expansion of the boxed region
above. The straight radial lines denote the location of the retrieved atmospheric profiles. The limb ray
scan closest to each profile is that whose color is the same as that of the arrow underneath. The thin
black line under the central profile indicates the locus of the limb tangent point for this scan, including
the effects of refraction.

2.3 The Core, Core+Rn approach

2.3.1 The need for separate “phases”

Many aspects of the MLS measurement system are linear imenaltu other words, there is a linear rela-
tionship between changes in aspects of the atmosphericastdtconsequent changes in the MLS radiance
observations. However, there are some components of theesator whose impact on the radiances is
non-linear. The most non-linear of these is the estimatdeftangent pressure for each MIF of observa-
tion. The impact of water vapor in the upper troposphere enMiL.S radiance observations is also highly
non-linear. Solving for these aspects of the state vectethre requires several iterations.

The computational effort involved in retrieval and forwaridels scales very rapidly (arguably as high
as cubically) as a function of the size of the measuremenésy§.e., the number of elements in the state
and measurement vectors). Thus it is desirable to simpdifiyavals involving strongly non-linear variables
to a small subset of the complete system, in order to cut dowh@effort involved in retrievals that require
many iterations.

For this and other reasons, most retrieval algorithms ditisfp phases In the case of the MLS v3.3
retrievals, there are many such phases. The first group afesh@ollectively known as “Core”) use the
118 GHz and 240 GHz observations of @&nd G20, respectively, to establish estimates for temperatute an
tangent pressure. Upper tropospheric 190 GHz radiancegsactin these early phases to establish a first
order estimate of upper tropospheric humidity. The “Corkages also include “cloud screening” compu-
tations (based on differences between observed and estimbgar-sky radiances). These identify minor
frames where radiances in a given radiometer have beencsubjsignificant (and currently poorly mod-
eled) cloud scattering. Such minor frames are ignored iB8 pBocessing in certain radiometers. Including
information in such cloud-contaminated conditions is al §mafuture MLS data processing versions.

The “Core”, phases are followed by phases such as “Core+R8™&ore+R5”, where composition
profiles are retrieved from a given radiometer. Sometimeas (r “Core+R3”) these later phases continue
to retrieve temperature and pressure, continuing usingrmdtion from the 118 GHz radiometers, as in
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“Core”. In other phases (e.g., the “Core+R2” and “Core+Rathilies of phases), the 118 GHz information
is neglected and temperature and pressure are constraittelresults of “Core”. This choice is made based
on extensive testing aimed at maximizing the informatiagid/from MLS while minimizing the impact of
inevitable systematic disagreements among the diffesgtibmeters, introduced by uncertain spectroscopy
and/or calibration knowledge.

Table[Z3]L describes the phases in more detail. Many ptedeay., ozone) are produced in more
than one phase. All the separate measurements of thesespeeiproduced as diagnostic quantities, and
labeled according to the spectral region from which thegiogted. For example, the ozone obtained from
the “Core+R2" retrieval is known in the v3.3 dataset0@s190. In v3.3 in order to reduce confusion for
users of MLS data, the algorithms also output “standardtpabs, which is typically a copy of one of the
products from the ‘Core+Rn’ phases. For example, the “stedidozone product is a copy of tles-240
product. In the case of v3.3 nitric acid, the standard prodegresents a hybrid of the results from two
phases. Details of which standard product is obtained frdmchwphase are given in tadlle Z13.2.

2.4 Forward models used in v3.3

The retrieval algorithms in v3.3 make use of a variety ofeafidint forward models. The most accurate is
the so-called “full” forward model described in_ Read et 2004] and_Schwartz et lal. [2004]. This is a
hybrid line-by-line and channel averaged model that coepradiances on appropriate grids of frequency
and tangent pressure that are then convolved with the MLldaiénecy and angular responses.

This model is generally very time consuming, although fanea@omparatively “clean” spectral regions
the computational burden is small enough that the full fedwaodel can be used in the operational re-
trievals. In the v3.3 retrieval algorithms, its use is ries¢td mainly to radiance channels whose focus is the
upper troposphere and lower stratosphere, as these radigeoerally have a non-linear relationship to the
state vector.

For many of the MLS channels, a simpler “Linearized” forwanddel can be used. This model in-
vokes a simple first-order Taylor series to estimate radiaras a function of the deviation of the state from
one of several pre-selected representative states. Thesitpthis model are pre-computed radiances and
derivatives corresponding to the pre-selected stategrgtad by “off-line” runs of the full forward model.

This model is by its nature approximate. Many of the biasabwarexpected scatter seen in the v3.3
simulation studies can be attributed to inaccuracies is thodel. The model accuracy is a function of
the proximity of the retrieved state to the pre-selectedestised. The pre-selected states are taken from
climatological fields for fixed latitudes and calendar maentin regions where the atmosphere departs
dramatically from the climatological values (e.g., in thit@r polar vortices), the model will generally be
poorer than in other locations, giving rise to stronger &sas

In addition, a “cloud” forward model can be invoked to mode¢ teffects of scattering from cloud
particles in the troposphere and lower stratosphere [Wu Jaag,l 2004]. This model was used in the
simulation of radiances based on known model atmospherdgbdos3.3 testing, but is not invoked in the
v3.3 retrieval algorithms (the handling of clouds is ddsed in more detail in sectidn 2.5).

2.5 The handling of clouds in v3.3

Thin clouds and atmospheric aerosols do not affect MLS gbim&rsc composition measurements as the
typical particle sizes are much smaller than the wavelengtlthe radiation being observed. The MLS v3.3
algorithms can reliably retrieve composition in modenatelbudy cases (having small limb radiance per-
turbations) and in the case of the Core+R3 retrieval thisrsdked by retrieving RHi, acting as a frequency
squared dependent extinction (including background gpimeric absorption from N H,O and unknown
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Table 2.3.1: The phases that form the v3.3 retrieval algorithms.

Phase Target species!'] Measurements Comment
Init-pTan T, pTan (GHz), GPH RIA & RIB (I 18 GHz) Initial estimate of P/T, lower limit 26| hPa
Init-R2 H20, N2 O, CH3CN, HEN, CIO, R2 (190 GHz) Initial trace gas estimator, lower limit 100 hPa

Update-pTan

Init-Ext

Final-Ext
Final-pTan
Init-RHi

Init-UTH
R3Init-RHi

Core

Core+R3
Core+R2
High-Cloud
Core+R4A (B14)
Core+R4A (B13)

Core+R4B
Core+R5

HNO;, O3, SO,
T, pTan (GHz), GPH

240 GHz extinction

240 GHz extinction, O3
T, pTan (GHz), GPH

UT RHi
Upper tropospheric H;O

uT RHA

T, pTan (GHz), GPH, 03], co,

HNOj3, SO,, RHiP
H,0, N,O, HNO3, CIO, O3, HCN,

CH3CN, SO,
Cloud induced radiance, IWC, IWP

ClO, BrO, HO,, HOCI, HCl, Os,
HNO;, CH3CN, SO,, CH;Cl

HCI, O3, SO,
N, O, SO,
T, pTan (GHz, THz), GPH, OH, O3

RIA &RIB (118 GHz)
R3 (240 GHz), single
channel

R3 (240 GHz)

RIA &RIB (118 GHz),
R3 (240 GHz)

R2 (190 GHz)
R2 (190 GHz)
R3 (240 GHz)

RIA &RIB (118 GHz),

R3 (240 GHz)
RIA & RIB (118 GHz),

R2 (190 GHz)

R4 (640 GHz)

R4 (640 GHz)

R4 (640 GHz)
RIA & RIB (118 GHz),
R5H and R5V (2.5 THz)

Better P/T estimate, lower limit 26| hPa

Initial R3 extinction estimate, lower limit 464 hPa

Better R3 extinction and P/T estimate, lower limit 26 | hPa. Also
used for cloud flagging later P/T retrievals

Best P/T retrieval, lower limit 26| hPa

Retrieve RHi in a ~6 km-layer centered 400—600 hPa. Uses
only saturated radiances

Low vertical resolution (6/decade)

Retrieve RHi in a ~6 km-layer centered 400—600 hPa. An initial
estimate of RHi profile from an R3 window channel

Product collation, and cloud flagging

Retrievals down to 316 hPa

H, O retrieved down to 316 hPa, other species 100 hPa (note

no T, pTan, GPH retrieval)
Used for flagging clouds in Core+R3 and later phases and forms

basis for cloud ice products.
Retrievals down to 147 hPa

Retrievals down to 147 hPa. This phase only performed when
MLS band 13 is operating

Retrievals down to 147 hPa

Retrievals down to 68 hPa (147 hPa for Temperature)

E._.m:mm:ﬁ pressure and Geopotential height have been abbreviated to pTan (GHz/THz) and GPH respectively. Minor state vector components such as ‘baseline’ and/or ‘extinction’
have been omitted unless they are the specific focus of the phase. Temperature, IWC, H,O, RHi are ‘high resolution’ (12 surfaces per decade change in pressure from 1000 hPa to
| hPa) unless otherwise stated. O3 is low resolution except for the Core+R3 phase.

[2IRHi from the R3 phases serves as an extinction/baseline quantity, but expressed in percent RHi units.

Blon high vertical resolution grid
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2.5. The handling of clouds in v3.3

Table 2.3.2: The origin of each of the ‘standard products’ from v3.3.

Product Origin Spectral region

BrO Core+R4A (B14) 640 GHz

CH;Cl Core+R4A (B14) 640 GHz

CH;CN Core+R4A (B14) 640 GHz

Clo Core+R4A (B14) 640 GHz

Cco Core+R3 240 GHz

H,O Core+R2 190 GHz

HCI Core+R4A (B14) 640 GHz

HCN Core+R2 190 GHz

HNO; Core+R2 (I5hPa and less) 190 GHz
Core+R3 (larger than |5 hPa) 240 GHz

HO, Core+R4A (B14) 640 GHz

HOCI Core+R4A (B14) 640 GHz

IwC High-Cloud 240 GHz

IWP High-Cloud 240 GHz

N,O Core+R4B 640 GHz

O; Core+R3 240 GHz

OH Core+R5 2.5THz

RHi (T:eon:r;il:;ij oot H,0 190 GHz

Temperature Final-pTan 118 & 240 GHz
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Table 2.5.1: MLS frequency channels and thresholds for cloud flag

Radiometer Cloud channel  USB/LSB frequency / GHz Low threshold High threshold

RI[A/B]:118 B[32/34]W:PT.C4 115.3 (LSB only) Teir < —4K none
R2:190 B5F:CIO.CI 178.8 /204.9 Ter < —20K Tar > 10K
R3:240 B8F:PT 233.4-234.5/ 244.8-245.9 none 22 >30
R4:640 BIIF:BrO.C23 635.9/649.8 Teir < —10K none

emitters). In the other retrieval phases, by contrast, atsgéy/-flat baseline is used. However, optically
thick clouds can affect the MLS radiances beyond the mod&apability of this approach, mainly through
scattering processes. Such situations need to be idendifiddhe affected radiances excluded from the
retrievals, or their influence down-weighted.

The first aspect of handling clouds in v3.3 is therefore thgdilag of radiances that are believed to be
significantly contaminated by cloud effects. To determire ¢loud is present in each MLS radiance mea-
surement, we estimate the so-called cloud-induced ra€lifiigg). This is defined as the difference between
the measured radiance and the radiance from a forward matillation assuming clear-sky conditions.
Specific window channels (those that see deepest into thesptmare) in each radiometer are chosen to set
these flags.

In the case of the 240 GHz radiomet&Bf 240), instead of computing &, parameter, the fit achieved
in an early retrieval phase to tiBSF : PT band (that measures the 233.9-GHZ@line), as quantified by
a y?-metric is used as an indicator of potential significant dik@entamination. In computing; for the
other radiometers, the forward model calculation takeshist retrieved atmospheric state, with relative
humidity capped at 110%.

Where theT,;, (or y2 for R3:240) values are sufficiently large (see TaRle2.5.1), the radiamre flagged
as being possibly contaminated. The estimagdor 2 are improved as the retrieval progresses through
the various phases, and finalized in tighCloud phase, wherd,; statistics are computed and output to a
diagnostic file for a wide range of channels including thedeiw channels.

The retrievals of gas phase species abundances may chaegectahe cloud contaminated radiances,
or (in the case of some less impacted channels) to inflatedgkinated radiance precisions.

The other aspect of cloud handling in v3.3 is the estimatiobdaud ice water content (IWC) and ice
water path (IWP) products from the fin@};, computed by the retrieval in thgighCloud phase. More
information on these products and their derivation is givesectior 3. TK.

2.6 The quantification of systematic uncertainty in MLS Levé 2 data

A major component of the validation of MLS data is the quacifion of the various sources of systematic
uncertainty. These can arise from instrumental issues, (@diometric calibration, field of view charac-
terization), spectroscopic uncertainty, and through axipmations in the retrieval formulation and imple-
mentation. A comprehensive quantification of these uniceits was undertaken for the earlier v2.2 MLS
data and the results for each product reported in the relexsdidlation papers (see the individual sections
of ChaptelB for references). In many cases these accursioyagss are expected to apply for v3.3 also.
ChapteiB reports the expected accuracy for each prodiety &nd/or modified from the v2.2 estimates as
appropriate.

For each identified source of systematic uncertainty, ifsacht on MLS measurements of radiance (or
pointing where appropriate) has been quantified and modé&leelse modeled impacts correspond to either
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2.7. A brief note on the ‘Quality’ field

2-0 estimates of uncertainties in the relevant parameter¢sgnoestimate of their maximum reasonable
error(s) based on instrument knowledge and/or design mempeaints.

For most of the uncertainty sources, the impact on MLS stahgl@ducts has been quantified by running
perturbed radiances through the MLS data processing #igosi Other (typically smaller) uncertainty
sources have been quantified by simple perturbation cdicota

Although the term ‘systematic uncertainty’ is often asateil with consistent biases and/or scaling
errors, many sources of ‘systematic’ error in the MLS measiwent system give rise to additional scatter.
For example, an error in theg&pectroscopy, while being a bias on the fundamental pasmeill have
an impact on the retrievals of species with weaker signatg,(€0) that is dependent on the amount and
morphology of atmospheric ozone. The extent to which suohgecan be expected to average down is
estimated to first order by these ‘full up studies’ througgittiseparate consideration of the bias and scatter
each uncertainty source introduces.

The results of these studies are summarized as “accuraoy’ifesome cases additional contributions
to “precision”) on a product by product basis in the next ¢dbagMore details on the quantification for each
product are given in the MLS validation papers. In additigopAndix A of_lRead et all [2007] gives more
specific details of the perturbations used in the study.

2.7 A brief note on the ‘Quality’ field

As described in sectidn 1.6, tleaality field in theL2GP files gives a measure of the fit achieved between
the observed MLS radiances and those computed by the fomvad®l given the retrieved MLS profiles.
Quality is computed from g2 statistic for all the radiances considered to have sigmifigaaffected the
retrieved species (i.e., those close to the relevant sgdutes), normalized by dividing by the number of
radiancesQuality is simply the reciprocal of this statistic (i.e., low valtuiedicate largey?, i.e., poor fits).

Ideally, the typical values of these normalizeé statistics will be around one, indicating that radiances
are typically fitted to around their noise levelguality will therefore also ideally have a typical value
of one. For some species, however, because of uncertainlédgev of spectroscopy and/or instrument
calibration, the v3.3 algorithms are known to be consisgamtable to fit some observed radiances to within
their predicted noise. In many of these cases, the noisategpon the radiances has been ‘inflated’ to
allow the retrieval more leeway in fitting to radiances knoterbe challenging. As the noise level is the
denominator in the 2 statistic, these species will have typigel statistics that are less than one and thus
typical values ofjuality higher than one. Accordingly, differencesinality from one species to another
do not reflect the species’ relative validity.
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Chapter 3
Results for ‘standard’ MLS data products

3.1 Overview of species-specific discussion

This section describes each MLS v3.3 ‘standard product’ orardetail. An overview is given of the
expected resolution, precision and accuracy of the dat& r&solution is characterized by the averaging
kernels described below. Precision is quantified througbrakination of the precision estimated by the
MLS v3.3 algorithms, through reference to the systematizeuainty budget described in sectionl2.6, and
through study of the actual MLS data (e.g., consideratiothefobserved scatter in regions where little
natural variability is anticipated).

The systematic uncertainty reported is generally basedcherstudy described in secti@n 2.6. How-
ever, in some cases larger disagreements are seen betwegraiMlcorrelative observations than these
guantifications would imply. In such cases (e.g., MLS 215 8By the uncertainty quoted reflects these
disagreements.

A note on the averaging kernel plots

The averaging kernels shown in this section describe bahdtrizontal (along track) and vertical (pres-
sure) resolution of the MLS v3.3 data. While the averagingqébks vary somewhat from profile to profile,
their variation is sufficiently small that these samples bartonsidered representative for all profiles. The
averaging kernel plots are accompanied by estimates ofdtiedmtal and vertical resolution of the product
defined by the full width at half maximum of the kernels. Eaelnel plot also shows the integrated areas
under the kernels.
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3.2. Bromine monoxide

3.2 Bromine monoxide
Swath name: Br0

Useful range: 10-3.2 hPa (day/night differences needed)

Contact: Nathaniel LiveseyEmail: <Nathaniel.J.Livesey@jpl.nasa.gov>

Introduction

The standard product for BrO is taken from the 640-GHz (CoRR4A) retrievals. The spectral signature
of BrO in the MLS radiances is very small, leading to a verympsignal-to-noise ratio on individual MLS
observations. Significant averaging (e.g., monthly zonehns) is required to obtain scientifically useful
results. Large biases of between 5 to 30 pptv (typical Brndhaces range from 5 to 15 pptv) are seen
in the data. These biases can be minimized by taking day/diffarences. For pressures of 4.6 hPa and
greater, nighttime BrO is negligible; however, for loweepsures, nighttime BrO needs to be taken into
account. TablEZ32.1 summarizes the precision, accuradyesolution of the MLS v3.3 BrO product. The
accuracy assessment is based on v2.2 data, as describedvalittation paper [Kovalenko etlél., 2007].
Note, the v3.3 ‘standard’ BrO product (as with earlier vensi) contain systematic biases and horizontal
oscillations that present a larger challenge than for ofpecies. Those interested in using MLS BrO in
scientific studies are strongly advise to contact the ML&itbafore embarking on their research. Different
algorithms for BrO are under development by the MLS team gdigt ameliorating some of these artifacts.

Vertical Resolution

Figure[3Z.P shows that the vertical resolution for the V8I3S BrO is about 5.5 km in the 10 to 4.6 hPa
pressure region, degrading to 6 km at 3.2 hPa.

Precision

The expected precision in a retrieved profile is calculatethfradiance noise and reported for each retrieved
data point. The value of the expected precision is flaggedtivegif it is worse than 50% of the value of
the a priori precision. Figule_3.2.2 compares the expectedigion (thick line) on an individual MLS BrO
measurement with that deduced from observations of s¢atbéght-time observations (expected to be zero).
Also shown are the expected precisions for daily, monthtyg gearly 10 zonal means. For the minimal
averaging recommended, a monthly Hdnal mean, which corresponds to about 3,000 measurentieats,
precision is aboutt4 ppt. See TablgZ3.2.1 for more details.

Accuracy

The accuracy of the MLS BrO product is summarized in TabIeIB.Zhe effect of each identified source
of systematic error on MLS measurements of radiance has tpe@mtified and modeled [see Read et al.,
2007]. These quantified effects correspond to eitlsee&timates of uncertainties in each MLS product, or
an estimate of the maximum reasonable uncertainty basesstmiinent knowledge and/or design require-
ments. More discussion is givenlin Kovalenko éetlal. [2007hiM/that paper described v2.2 BrO, findings
are expected to be applicable also to v3.3. The potentiatiagldhias in MLS BrO measurements can be
as high as about-30 ppt (~400%) at 10 hPa, decreasing to abgift pptv (50%) at 3.2 hPa. The potential
scaling uncertainty over the pressure range of 10 to 3.2$&adutt+-20%. The additive bias is dramatically
reduced by subtracting the nighttime signal from the dagtsignal. Taking day/night differences does not
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Figure 3.2.1: Typical vertical averaging kernels for the MLS v3.3 BrO data at 70°N (left) and the
equator (right); variation in the averaging kernels is sufficiently small that these are representative of
typical profiles. Colored lines show the averaging kernels as a function of MLS retrieval level, indicating
the region of the atmosphere from which information is contributing to the measurements on the
individual retrieval surfaces, which are denoted by plus signs in corresponding colors. The dashed
black line indicates the vertical resolution, determined from the full width at half maximum (FWHM)
of the averaging kernels, approximately scaled into kilometers (top axes). The solid black line shows
the integrated area under each kernel; values near unity imply that the majority of information for that
MLS data point has come from the measurements, whereas lower values imply substantial contributions
from a priori information. The low signal to noise for this product necessitates the use of significant
averaging (e.g., monthly zonal mean), making horizontal averaging kernels largely irrelevant.

0.1
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Pressure / hPa

10.0F

100.0¢
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BrO precision / pptv

1000.0

Figure 3.2.2: Comparison of the MLS v3.3 BrO precision as estimated from scatter in the retrieved
data (circles) with that expected from the retrieval (thick line), for a single profile. Also shown is the
expected precision for the day/night difference of 10° zonal mean profiles averaged over a day (dotted
line), a month (thin line) and a year (dashed line).
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3.2. Bromine monoxide

affect the scaling uncertainty, which remains at abh©@0%. If the MLS BrO data is used at 3.2 hP, th
day/night difference value will need to be adjusted to conspée for the non-negligible nighttime BrO. We
note that this method of taking day/night differences isagmalicable for polar summer and winter, where
there is no diurnal variation in BrO.

Data screening
Pressure range: 10-3.2 hPa
Values outside this range are not recommended for scienséc

Averaging required: Significant averaging (such as monthlyzonal means) is required if useful scien-
tific data are sought.

Diurnal differences: For use in any scientific study, day / nght or ascending / descending differences
should be used to alleviate biases.
Note that, for 3.2 hPa, the non-zero nighttime expected ddnres BrO needs to be taken into ac-
count.

Estimated precision: Only use values for which the estimaté precision is a positive number.
Values where tha priori information has a strong influence are flagged with negatieeigion, and
should not be used in scientific analyses (see Selcfion 1.5).

Status flag: Only use profiles for which the ‘Status’ field is aneven number.
Odd values oBtatus indicate that the profile should not be used in scientificismidSee Sectidn 1.6
for more information on the interpretation of tBeatus field.

Clouds: Profiles identified as being affected by clouds can h#sed with no restriction.

Quality: Only profiles whose ‘Quality’ field is greater than 1.3 should be used.

Convergence: Only profiles whose ‘Convergence’ field is lessan 1.05 should be used.

Artifacts

Significant additive biases are seen in the BrO data, asstiediabove. Day / night (or ascending / descend-
ing) differences must be used to reduce these. For 3.2 h§lttinie BrO needs to be taken into account
[Kovalenko et al.l 2007].

A systematic horizontal (i.e., profile-to-profile) osciltan has been discovered in MLS v3.3 (and earlier)
standard BrO product. This presents a significant challeagke interpretation of the BrO observations.
Users are strongly advised to contact the MLS team beforeaddmy on research involving the MLS
standard BrO product. Improved versions of the BrO produetumder development at the time of writing.

Review of comparisons with other data sets

We have calculated total bromine, Bifrom MLS measurements of BrO using a photochemical model,
and compared this with Brsimilarly inferred from balloon-borne measurements of Br@ained by the
instruments DOAS, SAOZ, and SLS. When plotted in tracer sgacg., as a function of D), which
accounts for differences in age of air, good agreement is fiéavalenko et all, 2007].
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Chapter 3. Results for ‘standard’ MLS data products

Table 3.2.1: Summary of the Aura MLS v3.3 BrO product.

: o Bias un-  Scaling un-
P:zisire Vem/C:l I Pr/e Clstl\?lﬁ certaintyfl  certainyl/  Comments
g res. / km pp / pptv %

2.2hPaand less - - - - Unsuitable for scientific use

Need to account for

3.2hPa 6 +5 +6 +20 non-negligible night
time BrO
4.6 5.5 +4 +9 +20
6.8 55 +4 +20 +20
10 55 +4 +30 +20
150-15hPa - -

- - Unsuitable for scientific use

1000-215hPa - - - - Not retrieved

8The precision quoted is for a 1@nonthly zonal mean

bBecause of large biases in the data, the daytime and nighBin@ data are unsuitable for scientific use, so day/nigftidinces

must be used. Note that day/night differences are not usafyolar winter and summer, where BrO does not undergo andiur
variation.

®Based on modeled impacts of systematic errors

Desired improvements for future data version(s)

e Improvements will be sought in the stability of the BrO bimse

e Future versions will also seek to improve the quality of th®Bbservations in the mid- and lower
stratosphere

e Improvements will also be sought in the polar regions, e@sfigaduring summer / winter, when day /
night differences are not possible
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3.3 Methyl chloride

Swath name: CH3C1

Useful range: 147 —4.6 hPa

Contact: Michelle SanteeEmail: <Michelle.L.Santee@jpl.nasa.gov>

Introduction

The v2.2 MLS CIO measurements were characterized by a sutadté~0.1— 0.4 ppbv) negative bias at
retrieval levels below (i.e., pressures larger than) 22 [{2mtee et all [2008] suggested that contamination
from an interfering species such as §&H, which has lines in two wing channels of the 640-GHz baratlus
to measure CIO, could have given rise to the bias; they shoesdts from early v3 algorithms in which
CHsClI was also retrieved that demonstrated significant redaodti the bias in lower stratospheric CIO.
Further refinements in the v3.3 algorithms yielded not omyiraproved CIO product, but also a reliable
retrieval of CHCI.

As for CIO, the standard C¥CI product is derived from radiances measured by the radienoentered
near 640 GHz. The MLS v3.3 G€I data are scientifically useful over the range 147 to 4.6 WPaummary
of the precision and resolution (vertical and horizontdl}he v3.3 CHCI measurements as a function of
altitude is given in TablEZ3.3.1. More details on the quadityhe MLS v3.3 CHCI measurements are given
below.

Resolution

The resolution of the retrieved data can be described usimgraging kernels” [e.g., Rodgers, 2000]; the
two-dimensional nature of the MLS data processing systermngi¢hat the kernels describe both vertical
and horizontal resolution. Smoothing, imposed on theeedli system in both the vertical and horizontal
directions to enhance retrieval stability and precisiagrddes the inherent resolution of the measurements.
Consequently, the vertical resolution of the v3.3 LLHdata, as determined from the full width at half
maximum of the rows of the averaging kernel matrix shown igure[3.311L, is~4 —6 km in most of the
lower stratosphere, degrading to 8 —10 km at and above 14Ni@ta.that there is overlap in the averaging
kernels for the 100 and 147 hPa retrieval surfaces, ingigatiat the 147 hPa retrieval does not provide as
much independent information as is given by retrievalsgtiéi altitudes. Figule-3.3.1 also shows horizontal
averaging kernels, from which the along-track horizongsalution is determined to be450 —600 km for
pressures greater than 10 hPa ar®D0 — 850 km for pressures less than or equal to 10 hPa. The-tramk
resolution, set by the width of the field of view of the 640-GHaiometer, is~3km. The along-track
separation between adjacent retrieved profiles isdr@at circle angle~{165 km), whereas the longitudinal
separation of MLS measurements, set by the Aura orbit, is-20° over low and middle latitudes, with
much finer sampling in the polar regions.

Precision

The precision of the MLS CkCl data is estimated empirically by computing the standadadion of the
differences between matched measurement points at tlsdat®ns of the ascending (day) and descending
(night) sides of the orbit. That the mean differences betwsred profiles are mostly small (Figure-313.2)
indicates the absence of significant systematic ascendiegscending biases. Observed scatter, representing
the statistical repeatability of the measurements, is pdd pr less throughout the vertical domain. This es-
timate reflects the precision of a single profile; in most sgsecision can be improved by averaging, with
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Figure 3.3.1: Typical two-dimensional (vertical and horizontal along-track) averaging kernels for the
MLS v3.3 CH3Cl data at 70°N (upper) and the equator (lower); variation in the averaging kernels is suf-
ficiently small that these are representative of typical profiles. Colored lines show the averaging kernels
as a function of MLS retrieval level, indicating the region of the atmosphere from which information is
contributing to the measurements on the individual retrieval surfaces, which are denoted by plus signs
in corresponding colors. The dashed black line indicates the resolution, determined from the full width
at half maximum (FWHM) of the averaging kernels, approximately scaled into kilometers (top axes).
(Left) Vertical averaging kernels (integrated in the horizontal dimension for five along-track profiles)
and resolution. The solid black line shows the integrated area under each kernel (horizontally and
vertically); values near unity imply that the majority of information for that MLS data point has come
from the measurements, whereas lower values imply substantial contributions from a priori informa-
tion. (Right) Horizontal averaging kernels (integrated in the vertical dimension) and resolution. The
horizontal averaging kernels are shown scaled such that a unit averaging kernel amplitude is equivalent
to a factor of 10 change in pressure.
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Figure 3.3.2: (left) Ensemble mean profiles for ascending (red) and descending (blue) orbit matching
pairs of MLS v3.3 CH3Cl in the latitude range 50°S—50°N averaged over 30 days in April 2008. (right)
Mean difference profiles between ascending and descending orbits (cyan), the standard deviation about
the mean difference (orange), and the root sum square of the precisions calculated by the retrieval
algorithm (magenta). SD values are scaled by 1/+/2; thus the observed SD represents the statistical
repeatability of the MLS measurements, and the expected SD represents the theoretical |- precision
for a single profile. SeelLambert et all [2007] for details.

the precision of an average b profiles being 1{//N times the precision of an individual profile (note that
this is not the case for averages of successive along-tnadkegs, which are not completely independent
because of horizontal smearing). The theoretical pretisgported by the Level 2 data processing system
exceeds the observationally-determined precision througthe vertical range, indicating that the smooth-
ing applied to stabilize the retrieval and improve the i has a nonnegligible influence. Because the
theoretical precisions take into account occasional traria in instrument performance, the best estimate
of the precision of an individual data point is the value @ubofor that point in the L2GP files, but it should
be borne in mind that this approach slightly overestimatesactual measurement noise.

Range

Although CHCl is retrieved (and reported in the L2GP files) over the rabgjé to 0.001 hPa, on the basis
of the drop off in precision and resolution, the lack of indedent information contributed by the mea-
surements, and the results of simulations using synthetia als input radiances to test the closure of the
retrieval system, the data are not deemed reliable atvattievels above (i.e., pressures lower than) 4.6 hPa.
Despite the overlap in the averaging kernels for the 147 &hPa surfaces (Figure3.B.1), maps at 147 hPa
display substantial features not seen at 100 hPa (not shitvahare believed to represent real atmospheric
variations. Thus we recommend that the v3.3;CHdata may be used for scientific studies between 147
and 4.6 hPa.
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Chapter 3. Results for ‘standard’ MLS data products

Accuracy

The impact of various sources of systematic uncertaintynodyet been quantified for G&I as it has for
most other MLS products. This work is planned as part of ackdd validation exercise for the v3.3 g8
data.

Review of comparisons with other datasets

Detailed comparisons with correlative data sets have ridbgen undertaken. This work is planned as part
of a dedicated validation exercise for the v3.3{Hdata.

Data screening

Pressure range: 147 —-4.6 hPa

Values outside this range are not recommended for sciensic

Estimated precision: Only use values for which the estimaté precision is a positive number.
Values where tha priori information has a strong influence are flagged with negatieeigion, and
should not be used in scientific analyses (see Selcfion 1.5).

Status flag: Only use profiles for which the ‘Status’ field is aneven number.
Odd values oBtatus indicate that the profile should not be used in scientificismidSee Sectidn 1.6
for more information on the interpretation of tBeatus field.

Clouds: Profiles identified as being affected by clouds can hesed with no restriction.

Nonzero but even values 8tatus indicate that the profile has been marked as questionahlallys
because the measurements may have been affected by thegeresehick clouds. Globally fewer
than~1—2% of CHCI profiles are typically identified in this manner (thougksttalue rises to~3 —
5% in the tropics on a typical day), and clouds generally Hdtle influence on the stratospheric
CH3Cl data. Thus profiles with even values3ifatus may be used without restriction.

Quality: Only profiles whose ‘Quality’ field is greater than 1.3 should be used.

This threshold foQuality (see sectiof1l6) typically excludes less than 1% ofClHbrofiles on a
daily basis; note that it potentially discards some “goodtadpoints while not necessarily identifying
all “bad” ones.

Convergence: Only profiles whose ‘Convergence’ field is legsan 1.05 should be used.

On a typical day this threshold f@onvergence (see Sectioh116) discards very few (0.3% or less) of
the CH;Cl profiles, many (but not all) of which are filtered out by th@er quality control measures.

Artifacts

e To be determined.

Desired improvements for future data version(s)

e To be determined.
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Table 3.3.1: Summary of Aura MLS v3.3 CH;3CI Characteristics

Resolution L Bias Scaling .
e vl PRl cerainy uncenamy - (goundens
[ km / pptv | %

3.2-0.001 — — — — Unsuitable for scientific use

15-4.6 8—10x 550-850 4100 TBD TBD

100-22 4—6x 450-500 +100 TBD TBD

147 4.5x 600 4100 TBD TBD

1000-215 —

— Not retrieved

3\Vertical and Horizontal resolution in along-track direxti
bprecision on individual profiles.
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3.4 Methyl cyanide

Swath name: CH3CN

Useful range: 46—1.0hPa

Contact: Michelle SanteeEmail: <Michelle.L.Santee@jpl.nasa.gov>

NDtHD

Introduction

The v2.2 standard CKCN data, which were derived from radiances measured by thiemeter centered
near 190 GHz, were not recommended for use in scientific ssudn v3.3, the standard GAN product

is taken from radiances measured by the radiometer centexrad640 GHz. In addition, the quality and
reliability of the 640-GHz CHCN retrievals themselves have been improved in v3.3, largetause of
changes in the way that the continuum is being handled ferrddiometer in the v3 algorithms. The MLS
CH3CN data are now deemed scientifically useful over the range46hPa, except in the winter polar
vortex regions, where they may exhibit large biases belowP#® In addition, the data at lower retrieval
levels (i.e., higher pressures) may be used with cautioeritain circumstances. A summary of the precision
and resolution (vertical and horizontal) of the v3.3 £LHN measurements as a function of altitude is given
in Table[3:41L. More details on the quality of the MLS v3.3 40 measurements are given below.

Resolution

The resolution of the retrieved data can be described usimgraging kernels” [e.g., Rodgers, 2000]; the
two-dimensional nature of the MLS data processing systermngi¢hat the kernels describe both vertical
and horizontal resolution. Smoothing, imposed on theewedli system in both the vertical and horizontal
directions to enhance retrieval stability and precisiagrddes the inherent resolution of the measurements.
Consequently, the vertical resolution of the v3.3 LNl data, as determined from the full width at half
maximum of the rows of the averaging kernel matrix shown igure[3:41L, is~5—6 km in the lower
stratosphere, degrading to7 —8 km in the upper stratosphere. Note that there is ovenldbd averaging
kernels for the 100 and 147 hPa retrieval surfaces, indigatiat the 147 hPa retrieval does not provide
as much independent information as is given by retrievalgigtter altitudes. FigurE—3.4.1 also shows
horizontal averaging kernels, from which the along-trackizontal resolution is determined to bet00 —
700 km over most of the vertical range. The cross-track téiwl, set by the width of the field of view of
the 640-GHz radiometer, is3km. The along-track separation between adjacent rettipvefiles is 1.5
great circle angle~165 km), whereas the longitudinal separation of MLS measargs, set by the Aura
orbit, is 10— 20 over low and middle latitudes, with much finer sampling in piodar regions.

Precision

The precision of the MLS CECN data is estimated empirically by computing the standasdadion of the
differences between matched measurement points at tmeentens of the ascending (day) and descending
(night) sides of the orbit. That the mean differences betwered profiles are minimal (Figufe_3:4.2) indi-
cates the absence of systematic ascending / descendimg.bidlsserved scatter, representing the statistical
repeatability of the measurements, is 50— 100 pptv througthe vertical domain. This estimate reflects the
precision of a single profile; in most cases precision camigdved by averaging, with the precision of an
average oiN profiles being 14//N times the precision of an individual profile (note that tiEsiot the case
for averages of successive along-track profiles, which ateompletely independent because of horizontal
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Figure 3.4.1: Typical two-dimensional (vertical and horizontal along-track) averaging kernels for the
MLS v3.3 CH3CN data at 70°N (upper) and the equator (lower); variation in the averaging kernels
is sufficiently small that these are representative of typical profiles. Colored lines show the averaging
kernels as a function of MLS retrieval level, indicating the region of the atmosphere from which infor-
mation is contributing to the measurements on the individual retrieval surfaces, which are denoted by
plus signs in corresponding colors. The dashed black line indicates the resolution, determined from
the full width at half maximum (FWHM) of the averaging kernels, approximately scaled into kilometers
(top axes). (Left) Vertical averaging kernels (integrated in the horizontal dimension for five along-track
profiles) and resolution. The solid black line shows the integrated area under each kernel (horizon-
tally and vertically); values near unity imply that the majority of information for that MLS data point
has come from the measurements, whereas lower values imply substantial contributions from a priori
information. (Right) Horizontal averaging kernels (integrated in the vertical dimension) and resolu-
tion. The horizontal averaging kernels are shown scaled such that a unit averaging kernel amplitude is
equivalent to a factor of 10 change in pressure.
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Figure 3.4.2: (left) Ensemble mean profiles for ascending (red) and descending (blue) orbit matching
pairs of MLS v3.3 CH3CN in the latitude range 50°S—50°N averaged over 30 days in April 2008.
(center) Mean percent difference profiles between ascending and descending orbits (cyan), the standard
deviation about the mean difference (orange), and the root sum square of the precisions calculated by
the retrieval algorithm (magenta). (right) Same, for absolute differences (pptv). SD values are scaled by
1/4/2; thus the observed SD represents the statistical repeatability of the MLS measurements, and the
expected SD represents the theoretical |- precision for a single profile. See|Lambert et all [2007] for
details.

smearing). The theoretical precision reported by the Lévehta processing system slightly exceeds the
observationally-determined precision throughout théizarrange, indicating that the smoothing applied to
stabilize the retrieval and improve the precision has a aghgible influence. Because the theoretical pre-
cisions take into account occasional variations in insegntiperformance, the best estimate of the precision
of an individual data point is the value quoted for that pairthe L2GP files, but it should be borne in mind
that this approach slightly overestimates the actual nreasent noise.

Range

Although CHCN is retrieved (and reported in the L2GP files) over the rahg@ to 0.001 hPa, on the
basis of the drop off in precision and resolution, the lacknofependent information contributed by the
measurements, and the results of simulations using syntfegt as input radiances to test the closure of the
retrieval system, the data are not deemed reliable at tineregs of the retrieval range. Thus we recommend
that v3.3 CHCN be used for scientific studies only at the levels betweearndbl hPa. However, although
the 147, 100, and 68 hPa retrievals are not generally recometk they may be scientifically useful in
some circumstances. For example, the data display un@hysiarp latitudinal gradients &t30° at 100
and 68 hPa, yet the large-scale longitudinal variationdiwithe tropics are probably robust. Similarly,
confined regions of significant enhancement at 147 hPa umgeanded by comparably enhanced values at
100 hPa may reflect real atmospheric features. The v3.gBHlata at these levels (147 — 68 hPa) should
only be used in consultation with the MLS science team.

Accuracy

The impact of various sources of systematic uncertaintynwdsg/et been quantified for GEN as it has
for most other MLS products. This work is planned as part oédichted validation exercise for the v3.3

EOS MLS Level 2 Version 3.3 Quality 33

NDtHD



CH;CN

Chapter 3. Results for ‘standard’ MLS data products

Pressure / hPa  Pressure /hPa  Pressure / hPa

Pressure / hPa

100

100

100

10F

100

-90 -60 -30 0 30 60 90-90 -60 -30 O 30 60 90
Latitude

December 1992 / Januar
model runs. See
means for January (top) and July (bottom) 2007.

1993

Ly sval

30 40 50

Methyl Cyanide vmr / pptv

(9) 1opoiN (@) epoN  (e) e1Ep SN

() |5pow

Pressure / hPa

Pressure / hPa

100

10F

2007d001 - 2007d031 (1 Jan - 31 Jan)
1m— -

Latitude

1T

10F

100F

40 80 120 160 200 240

2007d18

—
N\

v03.3 CH,CN / pptv

2 -2007d212 (1 Jul - 31 Jul)

Latitude

40 80 120 160 200 240

v03.3 CH,CN / pptv

Figure 3.4.3: (left plot) Top row shows UARS MLS mean CH3CN fields for June / July 1993 (left) and
right). The other rows show results from various chemistry transport
] for details. (right plot) v3.3 Aura MLS CH3CN monthly zonal
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CH3CN data. However, preliminary comparisons with resultsrfra two-dimensional chemistry transport
model and CHCN retrievals from the MLS instrument on the Upper AtmosjgtiResearch Satellite (UARS)
[Livesey et al.| 2001] indicate that the v3.3 Aura MLS £IN mixing ratios are biased substantially high
in the lower stratosphere (147 —68 hPa, see Figurel3.4.3)hérmore, the zonal-mean morphology of the
Aura MLS CH;CN at the lowest levels does not agree well with that eitheseoled by UARS MLS or
predicted by the model.

Review of comparisons with other datasets

Detailed comparisons with correlative data sets have rnidbgen undertaken. This work is planned as part
of a dedicated validation exercise for the v3.3 M data.

Data screening

Pressure range: 46—1.0hPa
Values outside this range are not recommended for sciensfic The CHCN data at 147 —-68 hPa
may be useful under certain circumstances but should nohalyzed in scientific studies without
significant discussion with the MLS science team.

Estimated precision: Only use values for which the estimat precision is a positive number.
Values where tha priori information has a strong influence are flagged with negatigeigion, and
should not be used in scientific analyses (see Secfion 1.5).

Status flag: Only use profiles for which the ‘Status’ field is aneven number.
Odd values oBtatus indicate that the profile should not be used in scientificismidSee Sectidn1.6
for more information on the interpretation of tBeatus field.

Clouds: Profiles identified as being affected by clouds can hesed with no restriction.

Nonzero but even values Btatus indicate that the profile has been marked as questionahlallys
because the measurements may have been affected by thegeresehick clouds. Globally fewer
than~1-2% of CHCN profiles are typically identified in this manner (thouglisthialue rises to
~3-5% in the tropics on a typical day), and clouds generalseliiile influence on the stratospheric
CH3CN data. Thus profiles with even valuesafatus may be used without restriction.

Quality: Only profiles whose ‘Quality’ field is greater than 1.4 should be used.

This threshold foQuality (see sectioRIl6) typically excludes less than 1% ogCMi profiles on a
daily basis; note that it potentially discards some “goodtadpoints while not necessarily identifying
all “bad” ones.

Convergence: Only profiles whose ‘Convergence’ field is lessan 1.05 should be used.
On a typical day this threshold faonvergence (see sectioh1l6) discards very few (0.3% or less) of

the CHCN profiles, many (but not all) of which are filtered out by thiber quality control measures.
Artifacts
e The retrievals at 100 and 68 hPa are characterized by urgathyatiarp latitudinal gradients #t30°.

e Substantial biases may be present in the mixing ratios imvih&er polar vortex regions for retrieval
levels in the range 100 -15 hPa.
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Chapter 3. Results for ‘standard’ MLS data products

Desired improvements for future data version(s)

e Improve the CHCN retrievals at 147 — 68 hPa.

Table 3.4.1: Summary of Aura MLS v3.3 CH3CN Characteristics

Resolution - Bias Scaling .
e vl Pl ey unceraiy  GRIATCE
[ km / pptv [ %
0.68-0.001 — — — — Unsuitable for scientific use
1.0 6 x 800 +100 TBD TBD
46-1.5 5-8x 400-700 +50 TBD TBD
100-68 5-6x 600-700 +50 TBD TBD Consult with MLS science team
147 4x 800 +100 TBD TBD Consult with MLS science team
1000-215 — — — — Not retrieved

3Vertical and Horizontal resolution in along-track direuti
bprecision on individual profiles.
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3.5 Chlorine Monoxide

Swath name: C10

Useful range: 147 —-1.0hPa

Contact: Michelle SanteeEmail: <Michelle.L.Santee@jpl.nasa.gov>

Introduction

The quality and reliability of the version 2 (v2.2) Aura MLS@measurements were assessed in detail
Santee et all [2008]. The CIO product has been significantfyréved in v3.3; in particular, the substantial
(~0.1-0.4 ppbv) negative bias present in the v2.2 CIO valuestigtval levels below (i.e., pressures larger
than) 22 hPa has been largely mitigated, primarily throwgheval of CHCI (a new MLS product in v3.3).

As in v2.2, in v3.3 the standard CIO product is derived frordiaaces measured by the radiometer
centered near 640 GHz. (CIO is also retrieved using radsafeen the 190-GHz radiometer, but these
data have poorer precision.) The MLS v3.3 CIO data are dfimaily useful over the range 147 to 1 hPa.
A summary of the precision and resolution (vertical and famtal) of the v3.3 CIO measurements as a
function of altitude is given in TablEZ33.1. The impact ofivas sources of systematic uncertainty on
the CIO retrievals was quantified in detail for v2.2 ddta i®anet al.| 2008]; TablE—35.1 also includes
estimates of the potential biases and scaling errors in gesarements compiled from that analysis under
the assumption that most of the sources of uncertaintytaffe8 retrievals in a similar manner. The overall
uncertainty for an individual data point is determined lkinig the root sum square (RSS) of the precision,
bias, and scaling error terms (for averages, the singlékpnarecision value is divided by the square root of
the number of profiles contributing to the average). Moraitkebn the precision, resolution, and accuracy
of the MLS v3.3 CIO measurements are given below.

Resolution

The resolution of the retrieved data can be described usimgraging kernels” [e.g., Rodgers, 2000]; the
two-dimensional nature of the MLS data processing systermngi¢hat the kernels describe both vertical
and horizontal resolution. Smoothing, imposed on theewedli system in both the vertical and horizontal
directions to enhance retrieval stability and precisiagrddes the inherent resolution of the measurements.
Consequently, the vertical resolution of the v3.3 CIO datadetermined from the full width at half max-
imum of the rows of the averaging kernel matrix shown in FgBI5.1, is~3—4.5km (with a mean of
3.5km). Unlike in v2.2, which was characterized by consiiiés overlap in the averaging kernels for the
100 and 147 hPa retrieval surfaces, in v3.3 the averagimgleare sharply peaked at all levels, including
147 hPa. Thus, although some degree of overlap is still pteiee 147 hPa surface does provide indepen-
dent information in v3. FigurEZ3.3.1 also shows horizontadraging kernels, from which the along-track
horizontal resolution is determined to b&250-500 km over most of the vertical range. The cross-track
resolution, set by the width of the field of view of the 640-GHaiometer, is~3km. The along-track
separation between adjacent retrieved profiles isdr@at circle angle~{165 km), whereas the longitudinal
separation of MLS measurements, set by the Aura orbit, is2@ over low and middle latitudes, with
much finer sampling in the polar regions.

Precision

The precision of the MLS CIO measurements is estimated @érafyr by computing the standard deviation
of the descending (i.e., nighttime) profiles in the’ 2@de latitude band centered around the equator. For
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Figure 3.5.1: Typical two-dimensional (vertical and horizontal along-track) averaging kernels for the
MLS v3.3 CIO data at 70°N (upper) and the equator (lower); variation in the averaging kernels is suffi-
ciently small that these are representative of typical profiles. Colored lines show the averaging kernels
as a function of MLS retrieval level, indicating the region of the atmosphere from which information is
contributing to the measurements on the individual retrieval surfaces, which are denoted by plus signs
in corresponding colors. The dashed black line indicates the resolution, determined from the full width
at half maximum (FWHM) of the averaging kernels, approximately scaled into kilometers (top axes).
(Left) Vertical averaging kernels (integrated in the horizontal dimension for five along-track profiles)
and resolution. The solid black line shows the integrated area under each kernel (horizontally and
vertically); values near unity imply that the majority of information for that MLS data point has come
from the measurements, whereas lower values imply substantial contributions from a priori informa-
tion. (Right) Horizontal averaging kernels (integrated in the vertical dimension) and resolution. The
horizontal averaging kernels are shown scaled such that a unit averaging kernel amplitude is equivalent
to a factor of 10 change in pressure.
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Figure 3.5.2: Precision of the (left) v3.3 and (right) v2.2 MLS CIO measurements for four represen-
tative days in different seasons (see legend). Solid lines depict the observed scatter in nighttime-only
measurements obtained in a narrow equatorial band (see text); dotted lines depict the theoretical
precision estimated by the retrieval algorithm.

this region and time of day, natural atmospheric variabgiould be negligible relative to the measurement
noise. As shown in Figule_3.5%.2, the observed scatter in #he i@ essentially unchanged in v3.3, rising
from ~0.1 ppbv over the interval 100 — 3 hPa+®.3 ppbv at 1 hPa (and also 147 hPa). The smoothing of
the retrieval is turned off above 1 hPa, and as a consequlag@dcision rises steeply above this level. The
scatter in the data is essentially invariant with time, anday comparing the results for the different days
shown in Figuré-3.5]2.

The single-profile precision estimates cited here are, $b dirder, independent of latitude and season,
but of course the scientific utility of individual MLS profidi.e., signal to noise) varies with CIO abundance.
Outside of the lower stratospheric winter polar vorticeghim which CIO is often strongly enhanced, the
single-profile precision exceeds typical CIO mixing ratiagcessitating the use of averages for scientific
studies. In most cases, precision can be improved by aveyagiith the precision of an average bf
profiles being 1//N times the precision of an individual profile (note that thisbt the case for averages
of successive along-track profiles, which are not complételependent because of horizontal smearing).

The observational determination of the precision is comgan Figurd-3.5]2 to the theoretical precision
values reported by the Level 2 data processing algorithnte predicted precision exceeds the observed
scatter, particularly above 15 hPa, indicating that théicersmoothing applied to stabilize the retrieval and
improve the precision has a nonnegligible influence on thelte at these levels. Because the theoretical
precisions take into account occasional variations imrimsént performance, the best estimate of the preci-
sion of an individual data point is the value quoted for thaihpin the L2GP files, but it should be borne in
mind that this approach slightly overestimates the actiedsarement noise.

Accuracy

The effects of various sources of systematic uncertainty (estrumental issues, spectroscopic uncertainty,
and approximations in the retrieval formulation and impétation) on the MLS v2.2 CIO measurements
were quantified through a comprehensive set of retrievalilsitions; see_Santee el al. [2008] for details of
how the analysis was conducted and the magnitude of the &xpbiases, additional scatter, and possible
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Figure 3.5.3: Nighttime v3.3 (red) and v2.2 (black) MLS CIO data as a function of latitude for the six
lowest retrieval pressure surfaces (21-147 hPa). The date shown is representative of a typical northern
hemisphere late spring / southern hemisphere early autumn day for which CIO is not enhanced in the
lower stratosphere in either hemisphere.

scaling errors each source of uncertainty may introduaeth data. In aggregate, systematic uncertainties
were estimated to induce in the v2.2 CIO measurements hidisest0.1 ppbv from 100 to 32 hPa and less
than=+0.05 ppbv above 22 hPa and multiplicative errors-of5—20% throughout the stratosphere.

Differences between v3.3 and v2.2 CIO mixing ratios are galyeless than 0.05 ppbv (often consid-
erably so) above 32hPa. FigUre—315.3, which depicts reguita single representative day, shows that
the substantial bias present in the v2.2 (and earlier) MLS @dta at the lowest retrieval levels (pressures
greater than 22 hPa) is greatly ameliorated in v3.3. In @alr, virtually no bias remains at 32 and 46 hPa.
Although a small negative bias is still evident at 68 hPajsplays less latitudinal variation than in v2.2.
The bias is also considerably smaller at 100 hPa but stilesawith latitude, with a smaller correction
needed in the tropics. Finally, at 147 hPa, which was not éolyra recommended level, there is a strongly
latitudinally-varying bias, positive over most of the géobut slightly negative in the polar regions.

In many cases the bias can be essentially eliminated byasiipty daily gridded or zonal-mean night-
time values from the individual daytime measurements. Thisot a practical approach under conditions
of continuous daylight or continuous darkness in the sumonevinter at high latitudes, however. More-
over, under certain circumstances inside the winter palaices, chlorine activation leads to nonnegligible
CIO abundances even at night. In this case, taking-aéyht differences considerably reduces the apparent
degree of chlorine activation. It is instead recommended tiie estimated value of the bias be subtracted
from the individual measurements at each affected retrleval.

To investigate the magnitude of the bias in the v3.3 MLS Cl@dad the temporal variations in it,
we show in Figuré-3.514 monthly zonal means of MLS nighttini® @ieasurements from two years (2005
and 2006) for pressure levels 147-68 hPa. For each panderadea month of data in each year is binned
and averaged in°5wide latitude bands betweeh85°. Figure[3.5b is a similar plot, but encompasses all
of the MLS nighttime CIO data over the entiré §ear mission for pressure levels 147-10 hPa. To guide
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Figure 3.5.4: Estimates of the bias in MLS v3.3 CIO data in 5°-wide geographic latitude bands on
the 147, 100, and 68hPa MLS retrieval pressure surfaces (see legend). Each panel shows monthly
zonal means of MLS nighttime (solar zenith angle (SZA) > 100°) CIO measurements from 2005 (filled
circles) and 2006 (open circles). The dotted line marks the zero level. The colored solid lines denote

the overall mission (67 years) global mean bias estimate at each level.
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Figure 3.5.5: Estimates of the bias in MLS v3.3 CIO data in 5°-wide geographic latitude bands on
MLS retrieval pressure surfaces from 147 to 10hPa (see legend) calculated from the entire mission
data set for which v3.3 data were available at the time of writing (1720 days spanning all seasons). To
ensure that CIO was not enhanced, consideration was restricted to latitudes equatorward of 50°S
for the days between | May and | November and to latitudes equatorward of 50°N for the days
between | December and | April. Vertical error bars reflect the standard deviations in the averages in
each latitude bin of the values from the 24 months (2005 and 2006) represented in Figure 354 The
colored solid lines denote the overall mission global mean bias estimate at each level. Note that the
large positive bias at low latitudes at 147 hPa is cut off in this figure.

the eye, the overall mission global mean value of the biasd&ated for each level (colored solid lines)

in both figures. As discussed above, the magnitude, and dtRd&ven the sign, of the bias varies with
latitude, and Figurds—3.3.4 ahd 3]5.5 make clear that agifulit of a constant bias correction for all latitudes
is not appropriate. However, although Figlire3.5.4 revsigsificant month-to-month and, in some cases,
interannual variability, for most studies a time-invati&titudinally-varying bias correction is adequate. An
ASCII file containing the altitude- and latitude-dependeBit3 ClO bias correction values is available from

the MLS web site. We are in the process of exploring whethebibs in the CIO data can be characterized
as a function of geophysical rather than geographic varglibr example, we are investigating the efficacy
of a correction formulated in terms of quantities, such asnezand temperature, most likely to be giving

rise to the spectral features that induce the bias.

Review of comparisons with other data sets

Extensive comparisons of MLS v2.2 CIO data with a varietyiffedent platforms (ground-based, balloon-
borne, aircraft, and satellite instruments) were preskbigSantee et all [2008]. Results from a subset of
these comparisons repeated with v3.3 CIO data are shown here

As part of the Aura validation effort, measurements of ClOewabtained near Aura overpasses from the
JPL Submillimeterwave Limb Sounder-2 (SLS-2) during adiail campaign carried out from Ft. Sumner,
New Mexico, in September 2005. Comparisons between thedralneasurements and coincident MLS
measurements are shown in Figlire 3.5.6, where the MLS malitewithin 1 of latitude, 12 of longitude,
and 4 hours of the balloon measurements. Good agreemergrisrs¢he upper stratosphere, in terms of
both the altitude and the approximate magnitude of the hititude peak. The two data sets also agree well
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Figure 3.5.6: (Top) Path traversed by measurements from the balloon-borne SLS-2 instrument (cyan
diamonds) during the flight from Ft. Sumner, NM, on 20-2| September 2005. Measurement tracks
from nearby MLS ascending (daytime, open circles) and descending (nighttime, filled circles) orbit legs
are also shown. The two MLS data points closest to the balloon measurements geographically and
temporally are indicated by red squares, with the closer one denoted by a solid symbol; the 500-km
radius around the closest MLS point is overlaid in black. (Bottom) Profiles of CIO, corresponding to
the symbols in the top panel, from MLS (red squares) and SLS-2 (cyan open and solid diamonds). Error
bars represent the estimated precisions of each instrument, taken from the data files.
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Figure 3.5.7: Scatter plot of coincident CIO profiles from MLS v3.3 data (red) and Odin/SMR
Chalmers version 2.1 data (blue), as a function of latitude for eight selected retrieval surfaces. Over-
plotted are the zonal-mean values calculated in 10°-wide latitude bands for both the MLS (yellow
triangles) and SMR (cyan squares) data.

throughout the lower stratosphere, except at 100 (147) WRare a significant negative (positive) bias in
the v3.3 MLS CIO data is known to be present (see the previobsestion).

Satellite measurements provide the opportunity for moggially and temporally extensive intercom-
parisons than data sets from other platforms. They are gisoatly well matched to the MLS horizontal
and vertical resolution. Here we focus on comparisons wih iGeasured by the Submillimetre Radiometer
(SMR) onboard the Swedish-led Odin satellite [Murtagh 224610?], launched in February 2001 into a near-
polar, sun-synchronousy600-km altitude orbit with an 18:00 ascending node. SMR nteselimb ther-
mal emission from CIlO using an auto-correlator spectrometatered at 501.8 GHz. Operational Level 2
CIO retrievals are produced by the Chalmers University afifmlogy (Goteborg, Sweden). Here we use
Chalmers version 2.1 data [Urban et al., 2006], which for @®very similar to those in version 2.0, with
differences typically smaller thar50 pptv. The Chalmers version 2.0 CIO data have horizonsalugion
of ~300-600 km, vertical resolution of 2.5-3 km, and singleaspeecision better than 0.15 ppbv over the
range from 15 to 50 kml [Urban et lal., 2005, 2006]; similar esl@apply for the version 2.1 CIO data. The
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Figure 3.5.8: Comparison of coincident ClO profiles from MLS v3.3 data and Odin/SMR Chalmers
version 2.| data. (Left) Absolute differences (MLS—SMR). The black line with dots (symbols indicate
MLS retrieval surfaces) shows mean differences, the solid line shows the standard deviation about the
mean differences, and the dashed line shows the root sum square of the theoretical precisions of
the two data sets. (Middle) Same, for percent differences, where percentages have been calculated
by dividing the mean differences by the global mean SMR value at each surface. (Right) Global mean
profiles for MLS (black line with dots) and SMR (grey).

estimated total systematic error is less than 0.1 ppbv girout the vertical rangé [Urban et al., 2005, 2006].
Only good quality SMR data points are included in these coispas (i.e., assigned flag QUALITY = 0,
and a measurement response for each retrieved mixing eajerlthan 0.75 to ensure that the information
has been derived from the measurements, with a negligibi&ibation from the climatological a priori
profile [Urban et all_200%; Barret etlel., 2006]).

Figured3.517 and3.3.8 compare all coincident profilesinbthwithin+1° in latitude,+4° in longitude,
and =12 hours from all days (2004—-2010) for which both SMR and V3I3S data are available. All
seasons are represented in this set of comparison days.udskettze vertical resolution of the SMR CIO
measurements is similar to that of the Aura MLS CIO measurgspéor these comparisons the SMR profiles
have been linearly interpolated in log-pressure to the fiMé retrieval pressure surfaces. The scatter plots
of Figure[3.5.F indicate excellent agreement in the gemaaaphology of the CIO distribution, although the
MLS data indicate slightly stronger enhancements in thargelyions, particularly in the north; this apparent
disparity is most likely related to solar zenith angle anchlcsolar time differences between the matched
profiles. The small negative bias in the MLS retrievals idewi in the comparisons at the lowest levels,
with the average difference between MLS and SMR CIO reacki6@5 ppbv at 100 hPa (Figure_35.8). A
possible high bias of 0.1-0.2 ppbv in the SMR lower stratespimeasurements obtained outside the vortex
during nighttime, when CIO abundances fall below the deiaclimit of the instrumenti[Berthet et al.,
2005], may also contribute to the observed offset betweeivtb data sets. Differences are typically within
~0.05 ppbv at and above 46 hPa, with MLS values larger throuigimost of this region. The amplitude and
the altitude of the secondary peak in CIlO in the upper stpdtere are matched well.

The analysis presented in Figufes_3.5.7 Bnd B.5.8 takes auumatcof the differences in solar zenith
angle (SZA) in the two CIO data sets. Barret et al. [2006]nested that a 2increase in SZA roughly
corresponds to a 0.1 ppbv decrease in ClO, on the order ofstiraaged single-scan precision of the mea-
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Figure 3.5.9: As in Figure B5.8 with additional SZA and LST coincidence criteria imposed (see text).

surements; they concluded that a SZA coincidence critesfofi2° is appropriate for an intercomparison
of the CIO measurements from MLS and SMR. Because of diftereimn the observational patterns of the
two instruments (both in sun-synchronous orbits), meamsarg points satisfying this SZA filter occur only
at the highest latitudes, poleward o716 both hemispheres. In Figure-35.9 we summarize the casqgrar
results obtained by imposing the additional SZA criteriowd dightening the local solar time criterion to
42 hours. Such stringent coincidence criteria greatly redhhe number of matched points but significantly
improve the agreement between the two data sets, with eliféers less than 0.03 ppbv (corresponding to
~15% or less) everywhere except at the bottom two levels, avhigrses are known to be present.

Data screening

Pressure range: 147—-1.0hPa

Values outside this range are not recommended for sciensic

Estimated precision: Only use values for which the estimaté precision is a positive number.

Values where tha priori information has a strong influence are flagged with negatieeigion, and
should not be used in scientific analyses (see Selcfion 1.5).

Status flag: Only use profiles for which the ‘Status’ field is aneven number.

Odd values oBtatus indicate that the profile should not be used in scientificismidSee Sectidn1.6
for more information on the interpretation of tBeatus field.

Clouds: Profiles identified as being affected by clouds can h#sed with no restriction.

Nonzero but even values Btatus indicate that the profile has been marked as questionahlallys
because the measurements may have been affected by thegeresehick clouds. Globally fewer
than~1-2% of CIO profiles are typically identified in this manndrqugh this value rises t&3-5%

in the tropics on a typical day), and clouds generally hatike linfluence on the stratospheric CIO
data. Thus profiles with even values3ifatus may be used without restriction.
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Quality: Only profiles whose ‘Quality’ field is greater than 1.3 should be used.
This threshold foQuality typically excludes less than 1% of CIO profiles on a daily asote that
it potentially discards some “good” data points while noteesarily identifying all “bad” ones.
Convergence: Only profiles whose ‘Convergence’ field is lesisan 1.05 should be used.

On atypical day this threshold f@onvergence discards very few (0.3% or less) of the CIO profiles,
many (but not all) of which are filtered out by the other gyationtrol measures.

oD

Artifacts

e Significant biases are present in both daytime and nightti; /8 ClIO mixing ratios at and below
(i.e., pressures larger than) 68 hPa. The bias should beated by subtracting from the individual
measurements at each affected retrieval level the altitaie latitude-dependent bias estimates given
in the ASCII file available from the MLS web site.

Desired improvements for future data version(s)

e Reduce the biases present at the lowest retrieval levels-GBhPa).

Table 3.5.1: Summary of Aura MLS v3.3 CIO Characteristics

Resolution . Bias Scaling .
eVl Pl e ey GO
/ km / ppbv [ %
0.68-0.001 — — — — Unsuitable for scientific use
1.0 3x 500 +0.3 +0.05 +15%
15-1.5 3.5-4.5¢ 250-400 +0.1 +0.05 +5-15%
46-22 3x 300-400 +0.1 +0.1 +20%
68 3x 450 +0.1 +0.1 +20% Latitude-dependent bfas
100 3x 500 +0.1 +0.1 +20% Latitude-dependent bfas
147 4.5x 600 +0.3 +0.2 +40% Latitude-dependent bfas
1000-215 — — — — Not retrieved

3\Vertical and Horizontal resolution in along-track direxti

bprecision on individual profiles, determined from obsergedtter in nighttime (descending) data in a region of mithima
atmospheric variability.

®Values should be interpreted agrZstimates of the probable magnitude and, at the higheryresssare the uncertainties after
subtraction of the known bias.

dCorrect for the bias by subtracting from the individual m@asnents at this level the latitude-dependent bias estsrgiven
in the ASCII file available from the MLS web site.
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3.6 Carbon monoxide
Swath name: C0O

Useful range: 215—-0.0046 hPa

Contact: Hugh C. Pumphrey (stratosphere/mesosphé&iejail: <H.C.Pumphrey@ed.ac.uk>
Michael Schwartz (tropospherégmail: <Michael.J.Schwartz@jpl.nasa.gov>

Introduction

0
Carbon monoxide is retrieved from radiance measuremertisabands in the MLS 240 GHz radiometer: o
R3:240:B9F:C0 andR3:240.B25D: CO. Full details are given in Pumphrey el al. [2007] and Livesesl.
[2008].

Differences between v3.3 and v2.2

In the stratosphere, the main change has been that the sngpa#ed in the retrieval has been tightened up
somewhat. The resulting field is rather less noisy at theafadightly degraded vertical resolution (typically
3.5—-5km where v2.2 had 2.7 -4.0 km). In the troposphere, @Bk positive bias at 215 hPa has been more-
or-less eliminated. However, the ability of the retrievabteparate clouds and CO is considerably worse than
in v2.2. Users need to screen tropospheric data, as degdsddew, in order to avoid cloud-contaminated
profiles.

At certain times of the year, the CO data are contaminated sigreal from the core of the galaxy, as
described by Pumphrey etl2l. [2009]. In v2.2 the affectedilesowere not flagged as bad and the user had
to eliminate them based on time and latitude. In v3.3 the lpofiffected are flagged as having too few
radiances and will be rejected by the usual procedure oftiageany profile for whict8tatus is odd.

Resolution

Figure[3.6.l shows the horizontal and vertical averagingéds for v3.3 MLS CO. The vertical resolution
is in the range 3.5—-5km from the upper troposphere to the lamesosphere, degrading to 6—7km in
the upper mesosphere. Down to the 215 hPa level, the veeieahging kernels are sharply peaked at
the level being retrieved, but while the 316-hPa measurém@ntains contribution from 316 hPa, it has a
larger contribution from 215 hPa and a negative contribuicound 100 hPa of similar magnitude to that at
316 hPa. The retrieved value at 316 hPa is thus more an ekdtigpoof the profile higher in the UTLS than

it is an independent measurement at 316 hPa, and it is nathraeaded for scientific use. The horizontal
resolution is about 200 km in the mesosphere, degradinghstma300 km with decreasing height in the
stratosphere and more rapidly to about 700 km in the UT/L$reg

Precision

The MLS data are supplied with an estimated precision (the fizgpPrecision) which is the a postiori
precision as returned by the optimal estimation. This greniis usually a smaller number in v3.3 than in
v2.2. In both versions the precision is greater than theescabserved in the data in regions of low natural
variability. Where the estimated precision is greater tb@#o of the a priori precision the data will be
influenced by the a priori to an undesirably large extentulchscased,.2gpPrecision is set to be negative
to indicate that the data should not be used. Fifurel3.6\&@shoth the scatter and estimated precision for
CO, with typical profiles for comparison. Note that the ramderrors are larger than 100% of the mixing
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Figure 3.6.1: Typical two-dimensional (vertical and horizontal along-track) averaging kernels for the
MLS v3.3 CO data at 70°N (upper) and the equator (lower); variation in the averaging kernels is suffi-
ciently small that these are representative of typical profiles. Colored lines show the averaging kernels
as a function of MLS retrieval level, indicating the region of the atmosphere from which information is
contributing to the measurements on the individual retrieval surfaces, which are denoted by plus signs
in corresponding colors. The dashed black line indicates the resolution, determined from the full width
at half maximum (FWHM) of the averaging kernels, approximately scaled into kilometers (top axes).
(Left) Vertical averaging kernels (integrated in the horizontal dimension for five along-track profiles)
and resolution. The solid black line shows the integrated area under each kernel (horizontally and
vertically); values near unity imply that the majority of information for that MLS data point has come
from the measurements, whereas lower values imply substantial contributions from a priori informa-
tion. (Right) Horizontal averaging kernels (integrated in the vertical dimension) and resolution. The
horizontal averaging kernels are shown scaled such that a unit averaging kernel amplitude is equivalent

to a factor of 10 change in pressure.
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Figure 3.6.2: Scatter (standard deviation) and (estimated) precision for MLS v3.3 (black) and v2.2
(red) CO. The statistics shown are generated from all profiles within 20° of the equator on 28 January
2005 and 10 March 2006. Profiles of the mean volume mixing ratio (VMR) are shown for comparison.
The vertical co-ordinate is 16(3 — log;g(PressurghPg) so that 16 km on the axis is exactly 100 hPa.

ratio for much of the vertical range, meaning that significaveraging (e.g., daily zonal mean or weekly
map) is needed to make use of the data.

Accuracy

The estimated accuracy is summarized in TRBIEB.6.1. In tldlenatmosphere the accuracies are estimated
by comparisons with the ACE-FTS instrument; see Pumphrali {2007] for further details. Close inspec-
tion of the data suggests that the accuracy in this regioess fepresented as a purely multiplicative error.
The MLS v2.2 CO data at 215 hPa showed high (factor®j biases compared to other observations. The
morphology, however, is generally realistic [Livesey efia008]. In v3.3 this bias has been essentially elim-
inated through a change in the approach to modeling the bawkd radiance upon which the CO spectral
line sits, and a small reduction in the number of MLS spedhainnels considered in the retrieval.

Data screening

Pressure range: 215-0.0046 hPa.
Values outside this range are not recommended for scienséc

Estimated precision: Only use values for which the estimaté precision is a positive number.
Values where tha priori information has a strong influence are flagged with negatigeigion, and
should not be used in scientific analyses (see Selcfion 1.5).

Status flag: Only use profiles for which the ‘Status’ field is aneven number.
Odd values oBtatus indicate that the profile should not be used in scientificismidSee Sectidn1.6
for more information on the interpretation of tBeatus field.

Clouds: Clouds have no impact for pressures of 31 hPa or lessMore complex screening rules are
needed in the upper troposphere and lower stratosphere, asedcribed below.
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Scattering from thick clouds leads to unrealistic valugsMa.S v3.3 CO in the UTLS, mostly in low
latitudes. The application of tHguality andConvergence screening approaches described below
capture many of these. For studies of the upper stratosatmetenesosphere, (at pressures of 31 hPa
or smaller) it is not necessary to screen the data for clotids.low-cloud ‘warning’ bit set irStatus
identifies most of the profiles that are obviously impactectloyds, but most of the profiles flagged
(11% of profiles globally and 30% in the tropics) are not ologiy ‘bad, either geophysically or from
the standpoint of retrieval performance.

A more discriminating cloud flagging may be accomplishesgshe MLS Ice Water Content (IWC)
product. Rejection of profiles for which the 147-hPa IWC als greater than 0.008 gfliscards
only 0.8% of global profiles and 3% below 20 degrees latitut &hen used in conjunction with rec-
ommendedjuality<1.1 andConvergence>1.4 flagging, does a reasonable job of rejecting cloud
impacts while discarding 4.5% of profiles globally and 14%ha tropics.

Quiality: Only use profiles with quality greater than 0.2 for pressures of 100 hPa or smaller, and pro-

files with quality greater than 1.1 at larger pressures

In the stratosphere and mesosphgre<(100 hPa) only profiles with a value of tQeality field (see
Sectio_Lbpreaterthan 0.2 should be used in scientific study. In the UT/pS-(100 hPa) a stricter
cutoff of 1.1 should be used. This stricter value removesia#iébo of the data globally, 9% between
30°S and 30N.

Convergence: Only profiles whose ‘Convergence’ field is leskan 1.4 should be used.

This test rejects about 1% of profiles; these are typicallytignous blocks of profiles for which the
retrieval has failed to converge, so that the retrieved l@®fire similar to the a priori.

Artifacts

Positive systematic error of 20 —50% throughout the mesargph
Negative systematic error of 50— 70% near 30 hPa.

Retrieved profiles are rather jagged, especially betweeRal@8km) and 0.1 hPa (64 km). The
greater smoothing applied in v3.3 has reduced this problensiderably but has not eliminated it
entirely.

There is a tendency for negative values to occur at the leslelba large positive value. The most
striking examples occur in the polar vortex, where air withphCO mixing ratios descends to the
mid-stratosphere. This problem is slightly worse in v3.8is ivas considered an acceptable trade-off
for the less jagged profiles obtained over most of the midtifeaphere.

As discussed above, the v3.3 CO retrievals are sensitivhe@iesence of thick clouds, and the
screening procedure described above should be appliedebafiy scientific application of the MLS
CO data at pressures greater than 100 hPa.

Review of comparisons with other datasets

In the upper troposphere, comparisons with various in stiudbservations (NASA DC-8, WB-57 and the
MOZAIC dataset) indicate that the MLS v2.2 215 hPa CO prodiaubiased high by a factor of2. Initial
comparisons show this bias to be largely eliminated in vBwBther validation of the v3.3 CO UT/LS retrival
levels are underway at the time of this writing.
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Table 3.6.1: Data quality summary for MLS version 3.3 CO.

Pressure Resolution / km  Precisior Systematic Comment
/ hPa Vert x Horiz. ppbv Uncertainty
< 0.001 — — — Not retrieved
0.0022-0.001 — — — Unsuitable for scientific use
0.0046 7x 200 11000 +20% to+50%
0.01 6x 200 4000 +20% to+50%
0.046 6x 200 1200 +20% to+50%
0.14 3.5x 200 700 +20% to+50%
1 4 x 220 150 +20% t0+50% 9
10 5x 400 15 +10%
31 5x 350 14 —70% to—50%
100 4.5x 450 14 420 ppbv and:30%
147 5x 600 15 +30 ppbv andt:30%
215 5.5x 700 19 +30 ppbv andt30%
316 — — — Unsuitable for scientific use
>316 — — — Not retrieved

In the mesosphere, comparisons of v2.2 MLS CO with ODIN-SMR ACE-FTS suggest a positive
bias: 30% —50% against ACE-FTS, 50% — 100% against SMR. NiglalP&, the MLS values are lower than
SMR and ACE-FTS by at least 70%. The MLS values have not clibmgeeh between v2.2 and v3.3 in the
middle atmosphere, so these comparisons may mostly bedesedivalid for V3.3. What change there is
consists of a slight lowering of the MLS values, bringingrthslightly towards the ACE-FTS data; 20% is
now a better estimate than 30% of the MLS-ACE bias in much eftiiddle atmosphere.

Desired improvements for future data version(s)

The main goal for future versions is to improve the qualityttef CO product in the upper troposphere in
the presence of clouds.
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3.7. Geopotential Height

3.7 Geopotential Height
Swath name: GPH

Useful range: 261 —-0.001 hPa

Contact: Michael J. SchwartZzmail: <Michael.J.Schwartz@jpl.nasa.gov>

Introduction

The MLS v2.2 geopotential height (GPH) product is descrilme8chwartz et al. | [2008]. The v3.3 product
is very similar. GPH is retrieved, along with temperatured #me related assignment of tangent pressures
limb views, primarily from bands nearQpectral lines at 118-GHz and 234 GHz. GPH and Temperatere
coupled through hydrostatic balance and the gas law; thegehaf pressure between levels is the weight o
the column between the levels. The GPH difference betweern gressure level and the 100 hPa referenc
level is the integrated temperature with respect to logsuee between the levels, scaled?yM /gy, where
Ris the gas constani{l is the molar mass of air, arg} is mean sea-level gravity. Only one element of GPH
(chosen to be the value at 100 hPa in the MLS Level 2 procesisimgdependent of the temperature profile.
Table[3.¥ summarizes the measurement precision, modetenaay and observed biases. The following
sections provide details.

Differences between v3.3 and v2.2

The v3.3 GPH product is very similar to the v2.2 product, wighical mean differences ranging from
0-20m from 261 hPa to 0.01 hPa and with typical scatter alimuttean difference of 25—-50m up to
0.05hPa. At 0.001 hPa, v3.3 has a 50—-150 m high bias withce&pe2.2, and the scatter between the two
versions rises to 100—200 m at 0.01—0.001 hPa, with thedadijiferences near the equator. Seasonal and
latitudinal variations in the difference between v2.2 aBBVGPH are on the order éf40 m peak-to-peak
from 261 -1 hPa increasing to greater 200 m at 0.001 hPa. Asteitperature, the 316-hPa level of v3.3
GPH is not recommended for scientific use. The standard vBR @oduct is reported on the same 55-level
grid as is the v3.3 temperature rather than the 47-level griR.2, adding eight more levels in the upper
stratosphere.

Vertical resolution

The GPH profile is vertically-integrated temperature, soviértical resolution is not well-defined. The
vertical resolution of the underlying temperature giversictior 3.2l is repeated in Tablel3.7.

Precision

MLS v3.3 GPH precision is summarized in Tablel3.7. Precisdhe random component of measurements
that will average-down if a measurement is repeated. Theevat software returns an estimate of GPH
precision only for the 100 hPa reference level, as this ititg element included in the MLS “state vector.”
GPH precision at other standard-product profile levels (aanized in column 2 of Table=3.7) is calculated
from the GPH precision at the reference level and the profiteraperature precisions. Calculated precision
values are~35m from 261 hPa to 100 hPa,45m at 1 hPa;~110 m at 0.001 hPa. Off-diagonal elements
of the temperature/GPH error covariance matrix are negdeict this GPH-precision-profile calculation, but
resulting errors are believed to be smalgm near 100 hPa.)
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Accuracy

The accuracy of the v2.2 GPH was modeled based upon cortsitecd a variety of sources of systematic
error, as discussed in_[Schwartz et al., 2008]. V3.3 acguisbelieved to be substantially similar and the
results of the v2.2 calculations are given in column four ablE3.Y. Of the error sources considered, mod-
eled amplifier non-linearity had the largest impact, jusisathe case with the calculation for temperature.
Simulations suggest that gain compression introduces iiygosiases in MLS GPH of+150 m at 100 hPa
that increase to 200 m at 10 hPa and to 700 m at 0.001 hPa. Thkss\are the first terms in column
four of Tabld3¥. The second terms in column four are modskld estimates of the bias magnitude from
other sources including uncertainty in pointing/fieldviéw, uncertainty in spectroscopic parameters, and
retrieval numerics. The combined bias magnitudes due setheurces is 100 — 150 m.

“Observed bias uncertainty” in Tab[e_B.7 is an estimate atltiased upon comparisons with analyses
and with other previously-validated satellite-based meswents. These comparisons were made using
MLS v2.2, but as the biases between v2.2 and v3.3 GPH areajgniesss than 20 m from 261-0.1 hPa,
these results hold for v3.3 as well. The primary sources oktative data were the Goddard Earth Observ-
ing System, Version 5.0.1 data assimilation system (GED[R&inecker et all, 2007], used in the tropo-
sphere and lower stratosphere, and the Sounding of the Atmeos using Broadband Radiometry (SABER)
[Mlynczak and Russell, 1995], used in the upper stratosphli@ough the mesosphere. MLS has a 150 m
high bias relative to analyses (GEOS-5) at 100-hPa thatsdim@d 00 m at 1 hPa. Biases with respect to
SABER are small at 0.1 hPa but increasingly negative at hifgwels, reaching -600 m at 0.001 hPa, but
with significant latitudinal and seasonal variability.

Data screening

GPH should be screened in the same way as is temperature:

Pressure range: 261 —-0.001 hPa.

Values outside this range are not recommended for sciensic

Estimated precision: Only use values for which the estimaté precision is a positive number.

Values where tha priori information has a strong influence are flagged with negatigeigion, and
should not be used in scientific analyses (see Seciibn PB) fisecision is set negative at and beyond
any level in the integration of temperature away from the-hB@ reference level where temperature
has negative precision.

Status flag: Only use profiles for which the ‘Status’ field is aneven number.

Odd values oBtatus indicate that the profile should not be used in scientificismidSee Sectidn1.6
for more information on the interpretation of tBeatus field.

Clouds: Clouds can impact GPH measurements in the upper tropsphere (261 — 100 hPa). Screening
rules are given below.

GPH Sstatus Clouds impact MLS v3.3 GPH only in the troposphere, predemily in the tropics
and to a lesser extent in mid-latitudes. Recommended soge@nthe troposphere is the same as
for temperature. If the low-cloud bit (the fifth least sigaént bit) is set in either of the two profiles
following a given profile, then that profile should be consatkto be potentially impacted by cloud.
The misalignment of cloud information by 1 -2 profiles aloragk is discussed in Wu etlal. [2008].
The method flags 16% of tropical and 5% of global profiles asdyo The last two profiles of a day
cannot be screened this way, and should not be used in ttaspbere.
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Modeled Observed

. Resolution o, iciord bias bias
Region Vert. x Horiz. : ) Comments
/ meters  uncertainty  uncertainty
/ km
/'m /m
<0.001 hPa — — — — Unsuitable for scientific use
0.001 hPa 10-1% 220 +110 706:150 —450
0.01 hPa 8-1% 185 485 60G6£100 —100
0.1 hPa 6x 165 +60 500£150 0
1hPa 7x 165 445 30G6£100 100
10 hPa 4.3x 165 435 200t100 100
100 hPa 5.2 165 +30 153100 150
261 hPa 5.3 170 +35 100150 150
1000-316 hPa — — — — Unsuitable for scientific

8Precision on individual profiles

Quality: Only profiles whose ‘Quality’ field is greater than 0.65 should be used.
This threshold typically excludes 1% of profiles.

Convergence: Only profiles whose ‘Convergence’ field is lessan 1.2 should be used.
Use of this threshold typically discards 0.1% of profiles.

Review of comparisons with other data sets

The 100 hPa reference GPH is typically 100 —250 m higher tHa®@&5 in the northern high latitudes and
50-200 m higher than GEOS-5 in the Southern high latitudes GRH profiles are calculated relative to
the reference level, biases at 100 hPa move entire profilemdmlown. At low latitudes, the GPH obser-
vations taken on the ascending branch of the orbit are t§piBa 120 m higher than GEOS-5. while those
from descending branch are 100—200 m higher. A seasona @ythe daily mean ascending/descending
differences of~100 m peak-to-peak is evident in the high-southern latdugeaking in January) and in
the ascending branch of the equatorial mean differencexkifpee in July) There has been a general down-
ward trend in the MLS minus GEOS-5 bias of 40 —50 m/year ovellite of the mission. Like v2.2 GPH,
v3.3 GPH has a bias o#100 m at 10 hPa with respect to GEOS-5 and SABER, and the btasegpect

to SABER becomes increasingly negative at lower pressures-100 m at 0.01 hPa and —500 m at
0.001 hPa. These negative biases reflect the general lovetatmpe bias of MLS with respect to SABER.

Desired improvements for future data version(s)

Reduction of biases in the GPH product likely requires improent of our ability to model atmospheric
radiative transfer and/or the measurement system to inegrevfit between the forward model and observed
radiances near the Gpectral lines from which temperature and pointing infatiotaare extracted. The
simple model of “gain compression” proposed during v2.2datlon proved inadequate during v3.3 devel-
opment, but research in this area is ongoing. Some seag@malllatitudinally-repeating systematic errors
in GPH may be the result of error in the absolute pointingrefee that is taken from the spacecratft attitude
and ephemeris data stream. Reduction of these systematis &ran area of ongoing research.
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3.8 Water Vapor

Swath name: H20
Useful range: 316 —0.002 hPa

Contact: Alyn Lambert (stratosphere/mesosphefepail: <Alyn.Lambert@jpl.nasa.gov>
William Read (troposphereEmail: <William.G.Read@jpl.nasa.gov>

Introduction

The standard water vapor product is taken from the 190 GHre@lasR2A) retrieval. The vertical grid for
H,0 is: 1000—1 hPa, 12 levels per decade change in pressuje gljjot for 1.0-0.1 hPa, and 3 Ipd for
0.1-10°hPa. The horizontal grid is every ®.8long the orbit track. It is unusual among MLS products in
that it is assumed that the logarithm of the mixing ratio, antimixing ratio itself, varies linearly with log
pressure.

The MLS v3.3 HO between 1000 and 383 hPa is taken from a retrieval of rel&tinmidity with respect
to ice (RHi) product converted to specific humidity using @eff-Gratch vapor pressure over ice equation
This RHi is not a vertically resolved measurement and aklebetween 1000 and 383 hPa have the same
RHi. See sectioi-3.19 for more information. Validation of Blk2.2 water vapor is presented in Read ét al.
[2007] and Lambert et al. [2007]. This section reiterateskiy information from those studies, and updates
them for v3.3. TableZ3.8 1 gives a summary of MLS v3 ZHorecision, resolution, and accuracy.

Summary of changes from v2.2

The HO line width was narrowed by 4% based on cavity absorptionsuregnents by A. Meshkov [Ph.
D. Thesis, 2006]. The fine grid (12 Ipd) representation basis extended upwards from 22 hPa to 1 hPa.
These changes successfully removed th® Kink artifact present in v2.2 at 32/26 hPa. Vertical smowh
was relaxed near 1.0 hPa to improve the vertical resolutfdh,® in the mesosphere.

Figure[3:8]l compares MLS v3.3 to v2.2. At most levels, therage difference is small — less than
10%. The zig-zag artifact in v2.2 between 31 and 26 hPa has temeoved in v3.3. At higher latitudes,
where the 215 hPa surface is mostly in the stratosphere,is®i@v ~20% wetter. The moistening of the
215 hPa surface is a good development but as can be seen ne[Big, it is likely that MLS is still too
dry at latitudes>60°, at this pressure.

Humidity data at pressures greater than 316 hPa are derwedd broad layer relative humidity retrieval
(using low limb viewing MLS wing channel radiances) simitarthat obtained from NOAA operational
humidity sounders such as TOVS. As notedlin [Read kel al.,[20B& v2.2 retrieval at these pressures
was likely to be~30% too high based on comparisons with AIRS. The accurackisfrétrieval is highly
sensitive to the transmission efficiency of the MLS opticstem. In v3.3 this was adjusted empirically
(within the uncertainty range established from MLS calilma) to give better agreement with AIRS in
the tropics. This retrieval is used as an a priori and profilestraint for the humidity profile at pressures
greater than 316 hPa which are not retrieved in the standa@ gtloduct retrieval. As explained in Read
et al. [2007], the empirical adjustment to the antenna trassion has essentially no direct affect on the
H,O retrievals at smaller pressures. A bigger indirect impsithat the 316 hPa level becomes moister to
compensate for the drier sub 316 hPa levels.

The third panel in FigureZ3.8.1 shows the mean estimatedesprgfile precision and the measured vari-
ability (which includes instrument noise and atmospheddability). The precisions for the two versions
are nearly identical except for pressures less than 21 hRaewhe higher grid resolution in v3.3 leads to
poorer precision. The v3.34@ is~0.2-0.3 ppmv wetter than v2.2 in the pressure range 83—@1 hP
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Figure 3.8.1: A comparison of v2.2 (blue) to v3.3 (red) water vapor for Jan-Feb-Mar 2005 in 5 lattiude
bands. Other time periods are similar. The left panel compares mean profiles, the center shows the
mean difference (red diamonds) surrounded by each versions’ estimated precision, and the right panel
shows the estimated retrieval precision (solid and bullets) and measured variability (dotted) which
includes atmospheric variability about the mean profile.
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Resolution

The spatial resolution is obtained from examination of theraging kernel matrices shown in Figlire 318.2.
The vertical resolution for kD is in the range 2.0—3.7 km from 316-0.22 hPa and degrades- id &m
for pressures lower than 0.22 hPa. The along track horizeasmlution is~210—360 km for pressures
greater than 4.6 hPa, and degrades to 400 — 740 km at lowetupess The horizontal cross-track resolution
is the 7 km full width half maximum of the MLS 190-GHz field-afew for all pressures. The longitudinal
separation of the MLS measurements i$41@0 over middle and lower latitudes, with much finer sampling
in polar regions.

Precision

Table[38]L summarizes the estimated precision of the MLS K30 data. For pressures83 hPa, the
precisions given are the d-scatter about the mean of coincident comparison diffeenebich are larger
than the formal retrieval precisions [Read et lal., 2007]r pressures<68 hPa, a summary of the formal
retrieval precisions calculated by the Level 2 algorithmes given. These are generally comparable to th
scatter of coincident ascending/descending MLS profileedifices, but become larger in the mesosphe
[Lambert et al.| 2007]. The individual Level 2 precisiong aet to negative values in situations when th
retrieved precision is larger than 50% of the a priori priecis- an indication that the data are biased toward
the a priori value.

Accuracy

The values for accuracy are based primarily on two sourcesiparisons with validated instruments and
a systematic error analysis performed on the MLS measuresystem [[Read et al.. 2007] and [Lambert
et al., 2007] (performed for v2.2, but expected to be equaiplicable to v3.3). For pressures between
316 —-178 hPa, Comparisons between AIRS v5 and MLS v3.3 hayer laiases than were present between
AIRS v4 and MLS v2.2. For MLS retrieved values between 10 &@idpmv, AIRS v5 is on average20%
wetter than MLS. At the low humidity extreme (10 ppmv), MLS asares about half that of AIRS. For
MLS measurements greater than 100 ppmv — only affectingspres between 215 —316 hPa, the agreement
is much better, near 5%.

The values in the table for these pressures are AIRS vatldateuracies which are better than those
theoretically expected for the MLS measurement system.thiepressure range 178 —-83 hPa, the quoted
values come directly from the systematic error analysi$opered on the MLS measurement system. Few
comparisons with reliable instrumentation exist for ptees between 178 —147 hPa. These comparisons
which include in situ sensors on the WB57 and frostpoint bgggters flown on balloons indicate better
performance than indicated in the table. An estimate of tweiracy between 121 —83 hPa is also from the
systematic error analysis performed on the MLS measuresBysiém. Comparisons among in situ sensors
on the WB57 high altitude aircraft and frostpoint hygromgtitown on balloons show 30% disagreements
—well in excess of the estimate accuracy of each instrunmeiiding MLS — near the tropopause and lower
stratosphere. The balloon based frost point hygrometenslagreement better than indicated in the table.
The validation paper describes in detail why a 30% spreatt@isistent with the MLS measurements [Read
et al.[2007]. For pressures less than 83 hPa, the accurbegésl on the systematic error analysis.

Data screening

Pressure range: 316—-0.002 hPa.

Values outside this range are not recommended for sciensic
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Figure 3.8.2: Typical two-dimensional (vertical and horizontal along-track) averaging kernels for the
MLS v3.3 H,O data at 70°N (upper) and the equator (lower); variation in the averaging kernels is suffi-
ciently small that these are representative of typical profiles. Colored lines show the averaging kernels
as a function of MLS retrieval level, indicating the region of the atmosphere from which information is
contributing to the measurements on the individual retrieval surfaces, which are denoted by plus signs
in corresponding colors. The dashed black line indicates the resolution, determined from the full width
at half maximum (FWHM) of the averaging kernels, approximately scaled into kilometers (top axes).
(Left) Vertical averaging kernels (integrated in the horizontal dimension for five along-track profiles)
and resolution. The solid black line shows the integrated area under each kernel (horizontally and
vertically); values near unity imply that the majority of information for that MLS data point has come
from the measurements, whereas lower values imply substantial contributions from a priori informa-
tion. (Right) Horizontal averaging kernels (integrated in the vertical dimension) and resolution. The

horizontal averaging kernels are shown scaled such that a unit averaging kernel amplitude is equivalent
to a factor of 10 change in pressure.
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Estimated precision: Only use values for which the estimaté precision is a positive number.

Values where tha priori information has a strong influence are flagged with negatieeigion, and
should not be used in scientific analyses (see Secfion 1.5).

Status flag: Only use profiles for which the ‘Status’ field is aneven number.

Odd values oBtatus indicate that the profile should not be used in scientificismidSee Sectidn 1.6
for more information on the interpretation of tBeatus field.

Clouds: The cloud status flag bits (16 or 32) can be ignored for pressiass than 100 hPa. For pressures
> 100 hPa, profiles having the high or low cloud status flag ldtsshould be ignored in scientific
studies. See artifacts for more details.

Quality: Only profiles whose ‘Quality’ field is greater than 1.3 should be used.
This eliminates~5% of the profiles on a typical day.

Convergence: Only profiles whose ‘Convergence’ field is lessan 2.0 should be used.

Artifacts

There is a minimum concentration where MLS® measurements become unreliable. This is given in
Table[3:811 under the “Min. $0” column. The lowest allowable #D is 0.1 ppmv. Differences between
middle tropospheric KD constraint used in the retrieval and the real atmosphé&ate san cause errors at
316 and 261 hPa. The error manifests as dr§ ppmv) and moist spikes in an orbital time series. Such data
are often accompanied with good quality and status.

Clouds in the field of view degrade the data in unpredictaldg'sy Most instances of quality1.3
occur in the presence of clouds; and therefore when cloudsrsely affect the incoming MLS signal are
successfully screened. However, not all MLS signals araooisly affected. Coincident comparisons of
MLS cloud flagged HO (status bit 16 or 32 set between 316 —215 hPa) with good quality AIR@vsa
small mean bias of 10% but exhibit a 50% increase in varitghitir the individual differences. Therefore
users should be aware that, although the overall biasesdasamements inside clouds are similar to that for
clear sky, individual profiles will exhibit greater varidiby about the actual atmospheric humidity.

Review of comparisons with other datasets

Figure[3.8.B shows a latitude-value zonal mean comparismng several satellite data sets. The satellite
datasets include MLS v3.3, AIRS v5, ACE-FTS v2, MIPAS IMK WALOE v19, Odin SMR continuum
H,0, and Odin SMR line resolved . Agreement with ACE-FTS is much better than is suggested in
figure[3.8.3B if only coincidently measured profiles are coragalLambert et al.. 2007]. The ACE-FTS
comparison shown here is degraded by the very different Baghpetween the thermal emission and oc-
cultation techniques. With few exceptions, MLS shows vesgdjagreement with MIPAS at most pressures
and latitudes and with AIRS. One likely issue in MLS is itsdency to underestimate,® at 215 and
261 hPa at high latitude where these pressure levels aréheeiopopause. This behavior is also present in
the MLS v2.2 product. Other satellite techniques such asA8IBnd ACE-FTS show significantly wetter
values. AIRS also shows wetter values but they are probabhtlgna priori because the AIRS technique is
not accurate for such low values.

Apart from the differences noted above, the MLS v38Hs similar to the MLS v2.2 product described
and validated im_Read etlal. [2007] and Lambert ¢tlal. [20@YTevised validation paper for #D is not
planned in the near future and users are encouraged to_reatidRal. [2007] and Lambert etl&l. [2007] for
more information.

EOS MLS Level 2 Version 3.3 Quality 63



Chapter 3. Results for ‘standard’ MLS data products

383 hPa 261 hPa 215 hPa
10000 ‘ ‘ ‘ 1000 1000 ‘ ‘ ‘ ‘ ‘ ‘
1000 F 1 100F 1 100F
100 £ 10} 1 10t
10 ‘ ‘ ‘ 1 ‘ ‘ ‘ 1 ‘ ‘ ‘
50 0 50 50 0 50 50 0 50
179 hPa 100 hPa
100 ‘ ‘ ‘ 8 ‘ : ‘
6r —
a
i
2 2r
1 0 ‘ 0 0
50 0 50 50 0 50 50 0 50 50 0 50
83 hPa 68 hPa 56 hPa 46 hPa
7 ‘ 6 : 6 : 7 :
g
£ 6 5 5 R,
2 5 2 P =t A 5L ]
E . f\ ot 4 " //' 4t \< 7(/ Am- /
> N L N\“‘N: m/ \ Nua T
‘.7“‘ A / ° h P,
3 NS s . 3 3
2 o 2 ‘ 2 2 ‘
50 0 50 50 0 50 50 0 50
38 hPa 32 hPa 22 hPa
7 : 7 ‘ 7 7 ‘
6 6F 6F 6 Vi £
5p i 5ien. 5 v e
~ /\”J/ RSN N
: B \\/ vl \” b /
4 4t \ 7 4t 7 4 A
3 3t 4 3 o 3
2 2 ‘ ‘ 2 2
50 0 50 50 0 50 50 0 50 50 0 50
18 hPa 15 hPa 12 hPa 10 hPa
7 ‘ 7 ‘ 7 ‘ 7 ‘
6 S16 16 o 6 s
o s, - “esoe. F .\.5. A
i / N S TR
5 N ,”’7( 5 y\\ % / 5 %’: . %7"' 5 f\‘\# /
4 \/ 4 \/ 4 - 4 ’
3 3 3 3
2 2 ‘ ‘ 2 2
50 0 50 50 0 50 50 0 50 50 0 50
Latitude

Figure 3.8.3: A comparison of MLS v3.3 (red) water vapor for Jan-Feb-Mar 2005 with other satellite
observations shown as latitude-value zonal means. Each panel represents a pressure surface. The
satellites are: AIRS v5 (dark blue), ACE-FTS v2 (light blue), MIPAS IMK v4 (yellow-green), HALOE vI19
(cyan), Odin SMR 544 GHz continuum product (orange open diamonds), and Odin SMR line resolved
product (orange solid bullets).
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Table 3.8.1: Summary of MLS v3.3 H,O product.
Pressure / Resolution Precisiorl Accuracy Min. /

hPa  VxH/km /% /% ppml  Ccomments
<0.002 — — — — Unsuitable for scientific use
0.002 11x 410 190 34 0.1
0.004 12x 560 86 16 0.1
0.010 10x 680 54 11 0.1
0.022 10x 740 42 9 0.1
0.046 8x 540 30 8 0.1
0.10 6x 490 20 8 0.1
0.22 3.7x 680 18 7 0.1
0.46 3.4x 510 13 6 0.1
1.00 2.5x 410 7 4 0.1
2.15 3.5x 400 6 5 0.1
4.64 3.4x 360 6 7 0.1
10 3.2x 300 6 9 0.1
22 3.3x 270 6 7 0.1
46 3.2x 240 6 4 0.1
68 3.1x 220 8 6 0.1
83 3.1x 220 10 7 0.1
100 2.8x 210 15 8 0.1
121 2.5x 210 20 12 0.1
147 2.7x 230 20 15 0.1
178 2.6x 230 25 20
215 2.7x 240 40 25 3 Large low bias for latitudes60°
261 2.5x 240 35 20 4 Large low bias for latitudes60°
Occasionally erroneous low value
316 2 0x 240 65 15 7 < 1_ppmv_and high \_/alue fliers are
retrieved in the tropics, usually in
clouds.
>316 — — — — Unsuitable for scientific use

8Precision for a single MLS profile
bMinimum H,0 is an estimate of the minimumJ® concentration measurable by v3.3 MLS.

Desired improvements for future data version(s)

We want to improve performance in clouds by incorporatindpad radiation scattering forward model and
reduce the dry bias at high lattiudes for pressures neardpepause (261 and 215 hPa).
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3.9. Hydrogen Chloride

3.9 Hydrogen Chloride

Swath name: HC1

Useful range: 100-0.32 hPa

Contact: Lucien FroidevauxEmail: <Lucien.Froidevaux@jpl.nasa.gov>

Introduction

As in the previous MLS HCI data version, v2.2, the MLS v3.3iextls of the HCI standard product (from
the 640 GHz radiometer) use channels from band 14, as a kdshie deterioration observed since early
2006 in nearby band 13, originally targeted (with narrowggiriels than band 14) at the main HCI emission
line center. Full measurement days with band 13 on from Falriu5, 2006, to the time of writing (De-
cember 2010) are as follows: March 15, 2006 (2006d074),IAgi2006 (2006d104), January 6 through 8,
2009 (2009d006 —2009d008), and January 24 through 27, ZDM{024 —2010d027). For days prior to
February 16, 2006 and for the few days (as listed above) whed B3 is turned on thereafter, the MLS
Level 2 software also produces a sepaite-640-B13 product (stored in th&2GP-DGG file), using the
band 13 radiances. This product has slightly better pi@tisind vertical resolution in the upper strato-
sphere than the standard HCI product. The MLS team plangtidotand 13 on for a few days about once
every year or two (or maybe even less frequently) in orderrésgrve its lifetime, estimated at a few days
to a few weeks, based on the channel counts and channel m@isgcteristics observed during the 3-day
turn-on period in late January, 2010. It is possible/likéiat this band will not be turned on again until
early 2012. Band 13 should provide better trend informat@rupper stratospheric data, given its narrower
channels. Upper stratospheric trends from the (unintéedi2004 to present) band 14 retrievals are too
small, compared to band 13 data and expectations (as wedragssyACE-FTS HCI data).

See Figur€3.911 for an illlustration of the trend differeadetween these two MLS band measurements
of upper stratospheric HCI. In the lower stratosphere, hawevariations in the two HCI products are closer
together, and seasonal/geographical variability are rposaounced. We believe that the band 14 daily
global retrievals are completely suitable for use in stadi seasonal and geographical variations (e.g.,
during polar winter/spring).

Table[3.9.1l summarizes the MLS HCI resolution, precisiard accuracy estimates as a function of
pressure. More discussion and data screening recommensldtr the MLS HCI v3.3 data are provided
below. Analyses describing detailed validation of the Mk3.2) product and comparisons with other data
sets are described In_Froidevaux et al. [2008b]. Based orfiailg small overall changes in v3.3 HCI
data (versus v2.2), the conclusions of the latter refershoeild remain essentially unchanged. Any minor
updates will result from new comparisons between MLS (vBi@) and ACE-FTS HCI, which is also being
updated to a newer version (version 3). We do not expect tstesatic uncertainty estimates in Table 3.9.1
to change significantly; however, an MLS team review of thestamates is anticipated.

Changes from v2.2

While there were no large v3.3 algorithmic changes relatmddCl, one difference in the retrievals for
HCI and other products derived from the 640-GHz MLS retrigva that temperature information is now
obtained from the first retrieval phase (‘Core’), as oppotethe 640-GHz phases themselves; this led to
overall improved efficiency, convergence, and stabilitytfee v3.3 640-GHz products. A Level 1 change,
resulting from a small error in the spectral calibrationdjlevhich led to all filter channel responses being
shifted by a small fraction (1%) of the nominal channel wijthlso had an impact on the HCI results.
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Figure 3.9.1: Daily zonal averages for MLS HCI at 0.46 hPa, from mid-August, 2004, through January,
2010, for the originally-targeted band |3 measurements (red points), now available only on occasion (to
preserve lifetime), and the band 14 data (blue points). The lines are simple linear fits through the daily

data points; trend differences are apparent in this region of the atmosphere, where the information
obtained from band 14 HCI data is not reliable enough.
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Mainly because of this change, v3.3 MLS HCI abundances nedjjust above the stratopause are a few
percent less than the v2.2 abundances, and exhibit a stelepernear very the top of the recommended
pressure range. The slight oscillating behavior in HCI @46 to 0.1 hPa has led us to change the top
boundary for recommended HCI profiles to the MLS retrievakleat 0.32 hPa. This issue does not seem
to affect the band 13 MLS measurement of HCI, which can ingipie be used (on available measurement
days) up to the 0.15 hPa level.

Other changes relating to the treatment of forward modebara continuum had an impact on species
in the 640-GHz retrievals (mainly in the lower stratospher&he background observed in the 640 GHz
radiances includes emissions from,ND,, and HO. There are laboratory-based and ground-based models
for the continuum absorptions that are the basis for the Mhs®gption modelPardo, 2001 and references
therein]. These models were tested against MLS extinctieasurements from the wing channels in the
640 GHz radiometer; the latitude dependence of this extinetas found to agree better with the expected
most plus dry continuum extinction values if the dry and rho@ntinuum functions were scaled by factors
close to 20%. The incorporation of this change improved theel stratospheric retrievals of most of the
640-GHz species (generally in terms of average negatisebiand their latitude dependence).

A comparison plot showing zonal average HCI contours arférdifices between the two data versions
for a typical month (April, 2006) is provided in Figuie_3.P Por pressures larger than or equal to 0.22 hP
the average differences between the two data versions pically within 0.1 ppbv (a few percent). The
average changes (globally within a few percent in most af pnéssure range for typical months) are withi
the estimated accuracy values (see Téble13.9.1), which we haw changed (increased) to a value o
10% (or about 0.3 ppbv) for pressures less than 10 hPa, dieetrénd issue for upper stratospheric HCI
mentioned above. The largest percentage changes in HCt @mrcuery small mixing ratio values; v3.3
values can be larger than the v2.2 values by 20 to 50% (or muo@gr low HCI conditions in the lower
stratosphere at low latitudes or during winter at polartlakes, even if these percentages typically only
reflect an increase of 0.1 ppbv (or less). On occasion, hawe2e? zonal averages at 100 hPa (mainly) or
during southern hemisphere polar winter conditions at ltitude were slightly negative; this is no longer
the case for v3.3 data. Whether the larger v3.3 values at RA@ith averages now slightly above 0.1 ppbv
at low latitudes) are more realistic than v2.2 data remairiset seen, but this is a fairly minor change. The
precision estimated in the Level 2 files is essentially unged from v2.2.

Resolution

Typical (rounded off) values for resolution are providedrable3.9.]. Based on the width of the averaging
kernels shown in Figule—3.9.3, the vertical resolution fo standard HCI stratospheric producti8 km
(2.7 km at best in the lower stratosphere), or about doul#edd GHz radiometer vertical field of view
width at half-maximum; the vertical resolution degradegl4® km in the lower mesosphere. The along-
track resolution is~200 to 350 km for pressures of 2 hPa or more, a0 km in the lower mesosphere.
The cross-track resolution is set by the 3km width of the MI4® 6GHz field of view. The longitudinal
separation of MLS measurements, set by the Aura orbit, is-20° over middle and lower latitudes, with
much finer sampling in polar regions.

Precision

The estimated single-profile precision reported by the L2waoftware varies from-0.2 to 0.6 ppbv in the
stratosphere (see Talle_3]19.1), with poorer precisionimdxdain the lower mesosphere. These precision
values have not changed significantly for v3.3 data. The IL2y@ecision values are often only slightly
lower than the observed scatter in the data, as evaluateddroarrow latitude band centered around the
equator where atmospheric variability is often smallentietsewhere, or as obtained from a comparison
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Figure 3.9.2: Zonal averages for MLS HCI profiles during April, 2006, showing the MLS v2.2 HCI
mixing ratio contours (top left panel), the v3.3 contours (top right panel), and their differences in ppbv
(v3.3 minus v2.2, bottom left panel) and percent (v3.3 minus v2.2 versus v2.2, bottom right panel).
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Figure 3.9.3: Typical two-dimensional (vertical and horizontal along-track) averaging kernels for the
MLS v3.3 HCI data at 70°N (upper) and the equator (lower); variation in the averaging kernels is suffi-
ciently small that these are representative of typical profiles. Colored lines show the averaging kernels
as a function of MLS retrieval level, indicating the region of the atmosphere from which information is
contributing to the measurements on the individual retrieval surfaces, which are denoted by plus signs
in corresponding colors. The dashed black line indicates the resolution, determined from the full width
at half maximum (FWHM) of the averaging kernels, approximately scaled into kilometers (top axes).
(Left) Vertical averaging kernels (integrated in the horizontal dimension for five along-track profiles)
and resolution. The solid black line shows the integrated area under each kernel (horizontally and
vertically); values near unity imply that the majority of information for that MLS data point has come
from the measurements, whereas lower values imply substantial contributions from a priori informa-
tion. (Right) Horizontal averaging kernels (integrated in the vertical dimension) and resolution. The
horizontal averaging kernels are shown scaled such that a unit averaging kernel amplitude is equivalent
to a factor of 10 change in pressure.
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between ascending and descending coincident MLS profiles sGatter in MLS data and in simulated MLS
retrievals (using noise-free radiances) becomes smaliar the theoretical precision (given in the Level 2
files) in the upper stratosphere and mesosphere, whereithararger impact of a priori and smoothing
constraints. The HCI precision values increase rapidlyrasgures less than 0.2hPa, and are generally
flagged negative at pressures less than 0.1 hPa; this iegliaatincreasing influence from tagriori (with
poorer measurement sensitivity and reliability).

Accuracy

The accuracy estimates in the Table for v2.2 data came fromaatification of the combined effects of
possible systematic errors in MLS calibration, spectrpgc@tc. on the HCI retrievals. These values are
intended to represent 2 sigma estimates of accuracy. Foe detrils, see the MLS validation paper by
Froidevaux et al.. [2008b]. For v3.3, however, given the dresues affecting the (band 14) standard HCI
product in the upper stratosphere and lower mesospherepwaaed to recommend a more conservative
accuracy estimate of 10% in this region (or about 0.3 ppbathar than the smaller numbers from the
original (formal) estimates, which should still apply teettnow very occasional) band 13 retrievals. Given
the better agreement between the two bands’ retrievalseidater stratosphere, we maintain the formal
accuracy estimates in this region (see Table B.9.1). Data whould be able to reliably study seasonal and
geographical changes in lower stratospheric HCI (e.g.igt latitudes in winter or spring) with the current
(band 14) standard HCI product.

Data screening

Pressure range: 100-0.32hPa

Values outside this range are not recommended for scientsic We note that the MLS values at
147 hPa are are biased high, at least at low to mid-latituated slightly more in the v3.3 data than in
the v2.2 data — and these values are not recommended (feticat low latitudes). Also, although
the vertical range at the top end is recommended up to 0.32isBes should note the significant issues
relating to HCI trend estimates in the upper stratosphecel@aner mesosphere; average profiles in
this region can be used for studies not involving trends @mueacy requirements not as tight as
10%). The use of the band 13 (intermittent) HCI data can/fvalitinue to be carefully evaluated for
trend-related issues.

Estimated precision: Only use values for which the estimaté precision is a positive number.
Values where tha priori information has a strong influence are flagged with negatieeigion, and
should not be used in scientific analyses (see Selcfion 1.5).

Status flag: Only use profiles for which the ‘Status’ field is aneven number.
Odd values oBtatus indicate that the profile should not be used in scientificissidSee Sectidn1.6
for more information on the interpretation of tBeatus field.

Clouds: Profiles identified as being affected by clouds can h#sed with no restriction.

Quality: Only profiles whose ‘Quality’ field is greater than 1.2 should be used.

This criterion removes profiles with the poorest radiancg figpically significantly less than 1% of
the daily profiles. Results in this respect have improved;omparison to v2.2 data. For HCI (and
for other 640 GHz MLS products), this screening correlatedl with the poorly converged sets of
profiles (see below); we recommend the use of botihel ity andConvergence fields for data
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screening. The use of this screening criterion sometimesrérely) removes up to a few percent
of global daily data (for example, during the first half of S&&pber, 2006, when some high latitude
convergence and quality issues arose).

Convergence: Only profiles whose ‘Convergence’ field is lessan 1.05 should be used.

For the vast majority of profiles (99% or more for most dayhjs field is less than 1.05. Results in
this respect have improved, in comparison to v2.2 data. Rlesess, on occasion, sets of profiles
(typically one or more groups of ten profiles, retrieved aslaihk’) have thionvergence field set

to larger values. These profiles are usually almost noise-dnd close to the priori profile, and need
to be discarded as non-converged. Thelity field (see above) most often yields poorer quality
values for these non-converged profiles. The use of thierarg criterion sometimes (but rarely)
removes up to a few percent of global daily data (for examgleing the first half of September,
2006, when some high latitude convergence and quality sssrgse).

Review of comparisons with other datasets

Froidevaux et al.|[2008b] provided results of generally dj@mmparisons between MLS HCI and other
satellite, balloon, and aircraft measurements. Both ML&ABE-FTS HCI values are generally larger (by
about 10 to 15%) than the HCI values from HALOE, especiallypder stratospheric altitudes; this featur
has not changed, overall, with the new data version(s) froth MLS and ACE-FTS. MLS HCl at 147 hPa
is biased high versus WB-57 aircraft in-situ (CIMS) measuats (low to mid-latitudes); while this is still
true for v3.3 data, MLS data on this pressure level may beulised accurate enough at high latitudes.

Artifacts

e We do not recommend the use of the MLS HCI standard produmtn(frand 14) in the upper strato-
sphere and lower mesosphere, in terms of detailed trendestur reasons mentioned above. The
MLS HCI global results from band 13, although very infrequéiter early 2006), are observed (and
expected) to be more reliable in this respect.

e The HCl values at 147 hPa are biased high and generally nbleu@xcept possibly at high latitudes).
Please consult the MLS team for further information.

e Users should screen out the non-converged and poorestygdéll profiles, as such profiles (typically
a very small number per day) tend to behave unlike the mgjofithe other MLS retrievals. See the
criteria listed above.
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Table 3.9.1: Summary for MLS hydrogen chloride

Pressure Pretl:alsmn R(i/scllu::on Accurac;ﬂ Comments

hPa ppbv % km ppbv %

0.2 — — — — — Unsuitable for scientific use
0.5 0.7 20 5x 400 0.3 10 Unsuitable for trend studies
1 0.5 15 4x 300 0.3 10 Unsuitable for trend studies
2 0.4 15 3x 250 0.3 10 Unsuitable for trend studies
5 0.3 10 3x 200 0.3 10 Unsuitable for trend studies
10 0.2 10 3x 200 0.2 10

20 0.2 15 3x 200 0.1 10

46 0.2 10 to> 40 3x 250 0.2 10 to> 40

68 0.2 15 to> 80 3x 300 0.2 10 to> 80

100 0.3 30to- 100 3x 350 0.15 10to- 100

147 0.4 50 to> 100 3x 400 0.3 50t 100 1o bias atlow lats. (use

with caution elsewhere)

8precision (1 sigma) for individual profiles; note that % \eduend to vary strongly with latitude in the lower stratosgh
b2 sigma estimate from systematic uncertainty charactioizéests (but see text for estimates at pressures lowarltbaPa);
note that percent values tend to vary strongly with latitadd season in the lower stratosphere, due to the varialwil4Cl.
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3.10 Hydrogen Cyanide

Swath name: HCN

Useful range: 10—-0.1 hPa

Contact: Hugh C. PumphreyEmail: <H.C.Pumphrey®ed.ac.uk>

Introduction

HCN is retrieved from bands encompassing, in the lower siddpthe 177.26 GHz spectral line of HCN.
Although the target line is in an uncluttered part of the $pew, the upper sideband contains many inter-
fering lines of @ and HNQ,. As a result, the v3.3 HCN product is not recommended for ggnese in the
lower stratosphere. In the recommended range it is usalbdnds rather poor precision and resolution.

It is possible to retrieve weekly zonal means of HCN over atgnevertical range by first averaging
the radiances. Results of this process and further infoomatn the HCN measurement may be found in
Pumphrey et al! [2006].

Differences between v2.2 and v3.3

NOH

No changes specific to the HCN retrieval were made betweeharitl v3.3. Any differences in the retrieved
values are caused by changes made to the retrieval othetitggsarwith temperature and pointing being the
most important. FigurE=3.10.2 shows that the precisionseasentially unchanged. The retrieved mixing
ratios change very little in the region where use is recontaedrbut are considerably different in the lower
stratosphere where the data are not recommended for gersexal

Vertical resolution

The HCN signal is rather small, so a rather strong smoothingsttaint has to be applied to ensure that the
retrieval is at all useful. As Figuie_3.10.1 shows, the waitresolution is about 8 km at 10 hPa, degrading to
12 km at 0.1 hPa. The horizontal resolution along the measemetrack is between 2 and 4 profile spacings.

Precision

Figure[3IOP shows the estimated precision (values of #ié IfgpPrecision), together with the ob-
served standard deviation in an equatorial latitude banerevthe natural variability of the atmosphere is
small. The observed scatter is smaller than the estimatsgigion due to the effects of retrieval smoothing.

Accuracy

The accuracy of the HCN product has not been assessed ihlmitause a cursory inspection reveals that
the product has extremely large systematic errors in thedatratosphere. For this reason the data are not
considered to be useful at pressures greater than 10 hRadgdt below~32 km). In the upper stratosphere
the values are in line with current understanding of the detignof HCN. Comparison to historical values
suggests an accuracy of no worse than 50%. The precisianiuties and accuracy of the HCN data are
summarized in table-3.10.1.
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Figure 3.10.1: Typical two-dimensional (vertical and horizontal along-track) averaging kernels for the
MLS v3.3 HCN data at 70°N (upper) and the equator (lower); variation in the averaging kernels is suffi-
ciently small that these are representative of typical profiles. Colored lines show the averaging kernels
as a function of MLS retrieval level, indicating the region of the atmosphere from which information is
contributing to the measurements on the individual retrieval surfaces, which are denoted by plus signs
in corresponding colors. The dashed black line indicates the resolution, determined from the full width
at half maximum (FWHM) of the averaging kernels, approximately scaled into kilometers (top axes).
(Left) Vertical averaging kernels (integrated in the horizontal dimension for five along-track profiles)
and resolution. The solid black line shows the integrated area under each kernel (horizontally and
vertically); values near unity imply that the majority of information for that MLS data point has come
from the measurements, whereas lower values imply substantial contributions from a priori informa-
tion. (Right) Horizontal averaging kernels (integrated in the vertical dimension) and resolution. The

horizontal averaging kernels are shown scaled such that a unit averaging kernel amplitude is equivalent
to a factor of 10 change in pressure.
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Figure 3.10.2: Estimated precision L2gpPrecision and observed standard deviation for MLS v3.3
(black) and v3.3 (red) HCN. The data shown are all profiles within 20° of the equator for 28 January,
2005 and 10 March 2006. Mean mixing ratio (VMR) profiles are shown for comparison. Note that
these are essentially the same in v2.2 and v3.3 for the region recommended for use (10hPa - 0.1 hPa).

Table 3.10.1: Resolution and precision of MLS V3.3 HCN. The precision shown is the estimated
precision (L2gpPrecision); the observed scatter is about 80% of this value.

Resolution

Precision /
Pressure V xH/ Accuracy Comments
pptv [ %
km
< 0.1hPa — — — Unsuitable for scientific use
1-0.1hPa 50k 12 50 50
10-1hPa 30 10 30 50
100-10hPa  30& 10 50 Very poor  Unsuitable for scientific use
> 100 hPa Not Retrieved
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Data screening

Pressure range: 10-0.1hPa
Values outside this range are not recommended for sciensic

Estimated precision: Only use values for which the estimat precision is a positive number.
Values where tha priori information has a strong influence are flagged with negatigeigion, and
should not be used in scientific analyses (see Secfion 1.5).

Status flag: Only use profiles for which the ‘Status’ field is aneven number.
Odd values oBtatus indicate that the profile should not be used in scientificissidSee Sectidn1.6
for more information on the interpretation of tBeatus field.

Clouds: Clouds have no impact, profiles with non-zero even \laes ofStatus are suitable for use.
As HCN is only useable in the upper stratosphere, profileskwvhave either, both or neither of the
cloud flags set may be used.

Quality: Only profiles whose ‘Quality’ field is greater than 0.2 should be used.

Values ofQuality are usually near 1.5; occasional lower values do not seeralated with unusual
profiles, but we suggest as a precaution that only profilesQu&lity > 0.2 be used. Typically this
will eliminate only 1-2% of profiles.

Convergence: Only profiles whose ‘Convergence’ field is lessan 2.0 should be used.

This should eliminate any chunks which have obviously thile converge — typically this is only
1-2% of the total.

Artifacts

There are no obvious artefacts within the recommendedidéitange

Desired improvements for future data version(s)

Hopefully it will prove possible to retrieve HCN in the lowstratosphere.
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3.11 Nitric Acid

Swath name: HNO3

Useful range: 215-1.5hPa (1.0 hPa under enhanced conditions)

Contact: Gloria ManneyEmail: <Gloria.L.Manney@jpl.nasa.gov>

Introduction

The quality and reliability of the Aura MLS v2.2 HNOneasurements were assessed in detail by Santee
et al. [2007]. The HN@ in v3.3 has been greatly improved over that in version v22particular, a
low bias through much of the stratosphere (especially exidelevels with pressure greater than or equal
to 100 hPa) has been largely eliminated. Fidure 3111.1 skamwexample of typical differences between
v2.2 and v3.3 HNG@. Improvement in HNQ@resulted from indirect effects of adding interline intedace
terms to the @line shape model, an updated CO line width parameter, usiiffesient 240 GHz channel
configuration for retrieving HN@ and a change the manner in which continuum signals are atambu
for (see[lIW); these changes contribute approximately llgqieathe HNO; improvement. However, an
unfortunate side effect of the change to continuum handfinbat it is more adversely affected by clouds,
causing spikes in the retrieval of 240-GHZz products incigctHNGOs. In addition, it also appears that the
new continuum treatment has led to a noisier HNgPoduct in the UTLS than that in v2.2. Lower v3.3
values in Figur€3.I7l1 in the tropics at the lowest levedsiltdargely from these effects.

The MLS v3.3 HNQ data are scientifically useful over the range 215 to 1.5 hRhjes at 1 hPa are
also expected to be scientifically useful under conditiohsniianced HN®@in the upper stratosphere, but
should be used with caution and in consultation with the Mt&ri. HNQ values in the upper stratosphere,
at 3.2 through 1.0 hPa, are frequently very low and may regameraging (this will usually be the case at
1.5 and 1 hPa, where the values are also noisier than at lewels), but during periods of enhancement
in the upper stratosphere, coherently evolving atmosplsgnals with realistic morphology are seen in
individual daily maps. The standard HN@roduct is derived from the 240-GHz retrievals at pressures
equal to or greater than 22 hPa and from the 190-GHz retadeallesser pressures. Ti@ality and
Convergence information included in the standard HN@les are from the 240-GHz retrievals, aadply
only to pressures 22 hPa or greatéyee the data screening discussion below).

A summary of the precision and resolution (vertical and famtal) of the v3.3 HN@measurements as
a function of altitude is given in Tab[eZ3.TlL.1. The impacvafious sources of systematic uncertainty was
quantified for v2.2, and it is expected that these estimaiiébevsimilar for v3.3. Tablé-3TTl1 also includes
estimates of the potential biases and scaling errors in tresarements compiled from the v2.2 uncertainty
analysis (to be updated for v3.3 at a later date). The ovaralkertainty for an individual data point is
determined by taking the root sum square (RSS) of the pmegibias, and scaling error terms (for averages,
the single-profile precision value is divided by the squaa of the number of profiles contributing to the
average). More details on the precision, resolution, acdracy of the MLS v3.3 HN@measurements are
given below.

Resolution

The resolution of the retrieved data can be described usimgraging kernels’ [e.g.. Rodgers, 2000]; the
two-dimensional nature of the MLS data processing systemnsi¢ghat the kernels describe both vertical
and horizontal resolution. Smoothing, imposed on theewedli system in both the vertical and horizontal
directions to enhance retrieval stability and precisi@uuces the inherent resolution of the measurements.
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Figure 3.11.1: V2.2 (top left) and v3.3 (top right) zonal mean HNOj3 for August 2005, and differences
(v3.3 —v2.2) expressed in ppbv (bottom left) and percent (bottom right).
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Figure 3.11.2: Typical two-dimensional (vertical and horizontal along-track) averaging kernels for the
MLS v3.3 HNOj3 data at 70°N (upper) and the equator (lower); variation in the averaging kernels is suf-
ficiently small that these are representative of typical profiles. Colored lines show the averaging kernels
as a function of MLS retrieval level, indicating the region of the atmosphere from which information is
contributing to the measurements on the individual retrieval surfaces, which are denoted by plus signs
in corresponding colors. The dashed black line indicates the resolution, determined from the full width
at half maximum (FWHM) of the averaging kernels, approximately scaled into kilometers (top axes).
(Left) Vertical averaging kernels (integrated in the horizontal dimension for five along-track profiles)
and resolution. The solid black line shows the integrated area under each kernel (horizontally and
vertically); values near unity imply that the majority of information for that MLS data point has come
from the measurements, whereas lower values imply substantial contributions from a priori informa-
tion. (Right) Horizontal averaging kernels (integrated in the vertical dimension) and resolution. The
horizontal averaging kernels are shown scaled such that a unit averaging kernel amplitude is equivalent
to a factor of 10 change in pressure.
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Figure 3.11.3: Precision of the (left) v3.3 and (right) v2.2 MLS HNO3 measurements for four repre-
sentative days (see legend). Solid lines depict the observed scatter in a narrow equatorial band (see
text); dotted lines depict the theoretical precision estimated by the retrieval algorithm.

Consequently, the vertical resolution of the v3.3 H\fata, as determined from the full width at half max-
imum of the rows of the averaging kernel matrix shown in FBrIT.P, is 3—4 km through most of the
useful range, degrading t85km at 22 hPa and some levels in the upper stratosphere (bée{JAT1).
Note that the averaging kernels for the 215 and 316 hPavalrseirfaces overlap over most of their depth,
indicating that the 316 hPa retrieval provides little indegent information. Figule“3.11.2 also shows hori-
zontal averaging kernels, from which the along-track ramtal resolution is determined to be 450 —500 km
over most of the vertical range, improving to 250 — 300 km lestw 15 and 4.6 hPa, and degrading to 600 —
750 km at 1.5 and 1 hPa. The cross-track resolution, set byitiths of the fields of view of the 190-GHz
and 240-GHz radiometers, 1610 km. The along-track separation between adjacent rettipvofiles is 1.5
great circle angle~165km), whereas the longitudinal separation of MLS measargs, set by the Aura
orbit, is 10 — 20 over low and middle latitudes, with much finer sampling in pledar regions.

Precision

The precision of the MLS HN®measurements is estimated empirically by computing thedsia devi-
ation of the profiles in the 28wide latitude band centered around the equator, whergalatmospheric
variability should be small relative to the measuremense@oiBecause meteorological variation is never
completely negligible, however, this procedure produceper limit on the precision-related variability.
As shown in Figuré_3.T713, the observed scatter in the v3t8 ida~0.6 —0.7 ppbv throughout the range
from 100 to 3.2 hPa, below and above which it increases shaffle scatter is essentially invariant with
time, as seen by comparing the results for the different dagsvn in Figuré-3.1113.

The single-profile precision estimates cited here are, $b dirder, independent of latitude and season,
but it should be borne in mind that the large geographic tiana in HNG; abundances gives rise to wide
range‘signal to noise’ ratios. At some latitudes and altisi and in some seasons, HN&bundances are
smaller than the single-profile precision, necessitathmg use of averages for scientific studies. In most
cases, precision can be improved by averaging, with thégioecof an average ol profiles being /N
times the precision of an individual profile (note that tresbt the case for averages of successive along-
track profiles, which are not completely independent bezafifiorizontal smearing).
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The observational determination of the precision is comgan Figurd-3.TT]3 to the theoretical precision
values reported by the Level 2 data processing algorithnithoAgh the two estimates compare very well
between 100 and 32 hPa, above 22 hPa the predicted precigistastially exceeds the observed scatter.
This indicates that the a priori information and the vettsmoothing applied to stabilize the retrieval are
influencing the results at the higher retrieval levels. Beseathe theoretical precisions take into account
occasional variations in instrument performance, the beinate of the precision of an individual data
point is the value quoted for that point in the L2GP files, hghiould be borne in mind that this approach
overestimates the actual measurement noise at pressssethdm 22 hPa. Conversely, the observed scatter
at pressures higher than 100 hPa is considerably largerttietheoretical precision. This is related to
the spikes and increased noise in the UTLS in v3.3 versus MRI@; mentioned above. Procedures for
screening outliers in this region are discussed below.

Accuracy

The effects of various sources of systematic uncertainty,(Estrumental issues, spectroscopic uncertainty,
and approximations in the retrieval formulation and impéeriation) on the MLS v2.2 HNgmeasurements
were quantified through a comprehensive set of retrievalikitions; results for v3.3, to be completed
at a later date, are expected to be similar. The results of/2h2 uncertainty analysis are summarized
in Table[3ITI; see Santee ef al. [2007] for further dewdilBow the analysis was conducted and the
magnitude of the expected biases, additional scatter, assilge scaling errors each source of uncertainty
may introduce into the data. In aggregate, systematic tainges are estimated to induce in the HNO
measurements biases that vary with altitude betwe@rb and+2 ppbv and multiplicative errors af5—
15% through most of the stratosphere, risingte:30% at 215 hPa and50% at and above 2.2 hPa. Thes
uncertainty estimates are generally consistent with tealt® of comparisons with correlative datasets, a
discussed briefly below.

Data screening — all data

Pressure range: 215—-1.5hPa
Values outside this range are not recommended for scienséc

Estimated precision: Only use values for which the estimaté precision is a positive number.
Values where tha priori information has a strong influence are flagged with negatieeigion, and
should not be used in scientific analyses (see Selcfion 1.5).

Status flag: Only use profiles for which the ‘Status’ field is aneven number.

Odd values oBtatus indicate that the profile should not be used in scientificismidSee Sectidn1.6
for more information on the interpretation of tBeatus field.

Data screening — upper troposphere, lower stratosphere (gssures of 22 hPa or greater)

TheQuality andConvergence fields included in the standard HN®les are appropriate for use in screen-
ing at levels at and below (that is, pressures greater tHahPa. For those levels:

Quality: Only profiles whose ‘Quality’ field is greater than 0.5 should be used.

This threshold forQuality typically excludes~2—4% of HNG profiles on a daily basis; it is a
conservative value that potentially discards a signifideattion of “good” data points while not
necessarily identifying all “bad” ones.
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Convergence: Only profiles whose ‘Convergence’ field is lessan 1.4 should be used.

On a typical day this threshold fafonvergence discards a very small fraction of the data, but on
occasion it leads to the elimination 0.5 — 1% of the HN@ profiles.

Clouds: Clouds impact HNO; data in the UTLS, see discussion below and the discussion aoutliers’

that follows.

Nonzero but even values Sftatus indicate that the profile has been marked as questionalge, ty
ically because the measurements may have been affecte@ pyabence of thick clouds. Globally
~10-15% of profiles are identified in this manner, with the fiiat of profiles possibly impacted by
clouds rising to~25—35% on average in the tropics. Clouds generally have litfluence on the
stratospheric HN@data. In the lowermost stratosphere and upper troposphenever, thick clouds
can lead to spikes in the HN@nixing ratios in the equatorial regions. Therefore, it isoemmended
that at and below 100 hPa all profiles with nonzero valueStaftus be used with caution (i.e., in
conjunction with the ‘outlier screening’ described belosr)discarded because of the potential for
cloud contamination. This has the unfortunate consequehgecting many profiles that are proba-
bly not significantly impacted by cloud effects; the outlsereening procedures discussed below may
eliminate many of the profiles affected by clouds while dideag a smaller fraction of useful data.

Outliers: Alternative screening approaches in the UTLS renove outliers while reducing ‘false posi-

tives’

Outliers in v3.3 HNQ at levels between 316 and 100 (sometimes to 68) hPa freguapplear as
highly negative mixing ratios at the lowest several retiidevels, often as part of oscillatory profiles
with unrealistically high values at higher altitudes. A pimprocedure is recommended to screen such
profiles based on eliminating all profiles with large negatmixing ratios at pressure levels between
316 and 68 hPa. Through extensive examination of data sueerthis way, flagging profiles that
have either HN@ vmr less than—2.0 ppbv at 316 hPa or less thafl.6 ppbv at any level between
215 and 68 hPa eliminates most of the troublesome outligekiding those with positive vmr spikes
overlying the negative ones that are directly flagged bydta#eria. This screening procedure is
recommended for any studies focusing on the UTLS, and etlarger fraction of useful data than
rejecting all profiles with non-zero values ®tatus. That it effectively removes most of the suspect
profiles was evaluated as described in the following pamgra

We compared the outlier screening method described abaveanprocedure based on using MLS
cloud information: If the MLS ice water content (IWC) at 14F&is greater than 0.003 grtindi-
cating the presence of some cloud) for a profile, that pradite], the immediately adjacent ones along
the orbit track are flagged (adjacent profiles are flaggednaisguthat the 1-D nature of the IWC re-
trieval versus the 2-D nature of the HN@etrieval results in some uncertainty in the relative |amrat

of the cloud signal with respect to the trace gas profile).uRB.IIH shows the fraction of points
eliminated by this procedure and the simpler recommendeckpiure based on direct identification of
unphysical mixing ratios; the simpler procedure that ioremended compares very favorably with
the more rigorous procedure based on cloud informationhpagacedure eliminates a similar fraction
of profiles ¢~4% globally,~15% in the tropics, considerably fewer than requiriigitus to be zero),
and is effective for removing most of the outliers. Scregnising MLS IWC as described here could
be used (or compared with the recommended procedure) ipssasalhat are expected to be especially
sensitive to the exact values in the tropical UTLS, but isme#ded to obtain a high-quality HNO
dataset in most cases.

Figure[3.ITb shows an example of the results of screenifggs by each of thQuality, Conver-
gence and the recommended outlier flagging on a typical ‘bad’ dag,(bne with a relatively large
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number of outliers). ThQuality screening removes many of the profiles that are stronglytivega
at the bottom, and most or all of the remainder of these argdiddpy the outlier screening; many of
these profiles are oscillatory, so this screening also remavost or all of the strong positive outliers
(typically at 147 hPa). Most of the profiles flagged by any efthiteria are in the tropics, as expected;
the figure indicates that, at southern hemisphere higlhutkdg, low values of HN@associated with
the denitrified polar vortex are not triggering the outlieaadjing. As is often (but not always) the
case, it is not clear in this example that the profiles flaggdy by Convergence are unphysical or
extreme.

Data screening — upper stratosphere (pressures of 15 hPa ads)

The above screening criterghould not be usetbr 15 hPa and higher altitudes, as they result in filtering
profiles for which all quality indicators are good when teality andConvergence values are prop-
erly taken from the 190-GHz HNQinformation, and not filtering ones with indications of pagquality.
For any studies focusing on the upper stratosphere, it iBhiggcommended that the user read from the
L2GP-DGG files to obtain the appropria@ality andConvergence values for the 190-GHz HNgXfrom
theHNO3-190 swath), and use them to apply the following screening caiter

Clouds: Profiles where theStatus field for HN0O3-190 has a non-zero even number can be used with-
out restriction.

Clouds generally have little influence on the stratosphidiiO; data at these altitudes.

Quality: Only profiles with a value of the Quality field for HN03-190 (see sectioh_T16yreater than
1.0 should be used in scientific study.

This threshold forQuality typically excludes~1—-3% of HNG profiles on a daily basis; it is a
conservative value that potentially discards a signifideattion of “good” data points while not
necessarily identifying all “bad” ones.

Convergence: Only profiles with a value of theConvergence field (see sectiol116) for théiN03-190
product less than 1.6 should be used in investigations.

On a typical day this threshold f@onvergence discards~0.5—1.5% of the HN@profiles.

Outliers: For levels at and above (pressures less than) 4.6 hPa, a§pati2.2 hPa and above, some pro-
files show vertically oscillatory behavior in conditions &re HNG; is very low. TheQuality and
Convergence criteria defined above, when used together, eliminate mathese profiles; screening
using both of these thresholds is thus particularly impurta

Review of comparisons with other datasets

Comparisons of v3.3 HNQwith correlative datasets from a variety of different pieiths are in progress.

A consistent picture is emerging of much closer agreemenBif3 than v2.2 with HN@ measurements
from ground-based, balloon-borne, and satellite instnis)jeespecially in the upper troposphere through
the mid-stratosphere where MLS v2.2 HR@ixing ratios were uniformly low by 10-30%. Example
comparisons with balloon-borne measurements (Figres.8.4andC3.1T17) and Atmospheric Chemistry
Experiment-Fourier Transform Spectrometer satellite sneaments (Figule_3.11.8) are shown. The GBMS
balloon measurements (Figure—3.11.7) highlight the chdraya v2.2 to v3.3; in all years, MLS HN®
values increased from v2.2 to v3.3 over most/all of thewattrange, and in 2004 —2005 and 2006 —2007
show much closer agreement with GBMS measurements; in alsy@MLS HNQ agrees with GBMS
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—e— HNO3 screened by 147-hPa IWC > 0.003 g/m3 center + one profile
—e— HNO3 screened by (HNO3<-2ppbv at 316 hPa or HNO3<-1.6ppbv at 215-68 hPa)
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Figure 3.11.4: Fraction of profiles flagged by two suggested outlier screening procedures for the
UTLS as a function of latitude for all currently available v3.3 data during 2006.
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Figure 3.11.5: HNO3 profiles on 18 Aug 2005 color-coded by screening. Cyan profiles have Quality
less than 0.5, olive-green Convergence greater than |.4, and red both Quality less than 0.5 and
Convergence greater than |.4. Orange profiles are those flagged by the simple screening procedure
described above (using large negative mixing ratios at high pressures) after the profiles that failed
Quality and/or Convergence tests were removed. Black profiles are all those remaining (the ‘good’
profiles) after the screening. The left panels show all individual profiles in the day; the right panels show
the means in each category, with the standard deviation shown as bars and the range as dotted lines.
The horizontal line is at 22 hPa, above which HNOj3 is from the 190-GHz radiometer and thus not
appropriately screened by these criteria. The four pairs of panels show all profiles (top left), profiles
between —20 and 20° latitude (top right), profiles between —90 and —50° latitude (bottom left) and
profiles between 50 and 90° latitude.
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Figure 3.11.6: Comparisons with balloon-borne measurments at Ft. Sumner in 2004 (left) and 2005
(right). (Top panels) Path traversed by measurements from the balloon-borne MklV (blue triangles) and
FIRS-2 (green and orange crosses represent two separate profiles) instruments during the flights from
Ft. Sumner, NM, on 23 —24 September 2004 (left) and 20—21 September 2005 (right). Measurement
tracks from nearby MLS orbits are also shown (open circles). The two MLS data points closest to the
balloon measurements in time and space are indicated by red squares, with the closer one denoted
by a filled symbol; the 500-km radius around the closest MLS point is overlaid in black. (Bottom)
Profiles of HNO3 from MLS (red squares), MkIV (blue triangles), and FIRS-2 (green and orange crosses),

corresponding to the symbols in the top panel. Error bars represent the estimated precisions of each
instrument, taken from the data files.

within the error bars. The 2005-2006 winter was charaadrizy extremely strong dynamical activity,
which may contribute to the different relationship betwd@hS and GBMS measurements in that year;
detailed GBMS/MLS comparisons are described by Fiorucal.gin preparation].

The Ft. Sumner balloon comparisons also show much improgesement between HNOneasured
by several instruments with v3.3 MLS data (compare Fiflufd.®. with Figures 11 and 12 bf Santee €t al.
[2007]). ACE-FTS comparisons also show improvements, withlow bias in MLS virtually eliminated
over the entire altitude range shown in the top panel compawith ACE-FTS v2.2 data in May 2008 (other
months show similar results) — this can be contrasted wigjuféi 25 of Santee etlal. [2007], which showed
a low bias in MLS v2.2 data with respect to ACE v2.2 throughthit useful altitude range.

ACE-FTS data are being reprocessed with v3.0, and kiNbugh not yet validated, is expected to
be improved in the UTLS, and to be useful up4®&0 km. The bottom panels of Figuie_3.11.8 show
a comparison of ACE-FTS v3.0 data with MLS v3.3 data during 2805, indicating good agreement
throughout the altitude range. Further correlative corigoais are underway, and will include comparisons

with the Odin/SMR and the MIPAS satellite instruments; iestils from the latter that extend to60 km
should help validate v3.3 HN{In the upper stratosphere.

Preliminary comparisons also indicate closer agreememneision 3 HNQ with aircraft measurements
in the UTLS than for version 2.
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Figure 3.11.7: Comparisons with GBMS balloon measurements. (Top) Averages of all GBMS (blue)
profiles and closest MLS (v2.2 in red, v3.3 in green) coincidences at Testa Grigia (45.9°N, 7.7°E) during
the 2004 -2005, 2005 —-2006, and 2006 —2007 winters; bars are standard deviation of the mean. (Cen-
ter) Differences between mean profiles shown in top panels (GBMS - MLS) in ppbyv; (bottom) same

differences, expressed as percentages.
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MLS Version 3.3 vs ACE-FTS Version 2.2 HNO3, May 2008
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Figure 3.11.8: Comparisons with ACE-FTS v2.2 measurements during May 2008 (top) and ACE-FTS
v3.3 measurements during Jan 2005 (bottom). (left) Global ensemble mean profiles of the collocated
matches for both instruments (MLS, red; ACE-FTS, blue). (middle) Mean percentage difference profiles
between the two measurements (MLS - ACE-FTS) (cyan); standard deviation about the mean differ-
ences (Observed SD; orange) and the percentage root sum square of the precisions on both instrument
measurements (Expected SD; magenta). (right) As in Figure 13 (middle) except plotted in mixing ratio.
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Table 3.11.1: Summary of Aura MLS v3.3 HNO3 Characteristics
Pressure Resolution Precisiorf Bias_, Sca”f‘g
V x HA uncertaintyll uncertaintyc Comments
/ hPa /km / ppbv / ppbv 1%
0.68-0.001 — — — — Unsuitable for scientific use
1.0 4x 650-750 +1.2 +0.5 +50% Caution, averaging recommended
1.5 4.5x 550-600 +1.0 +0.5 +50% Averaging recommended
2.1 5x 500 +0.9 +1.0 +50%
3.2 4.5x 400 +0.7 +0.5 +10-15%
15-6.8 3-4x 250-300 +£0.7 +1-2 +10%
22 5x 450 +0.7 +1-2 +10%
100-32 3-4x 350—400 0.7 +0.5-1 +5-10%
147 3.5x 400-450 +0.8 +0.5 +15%
215 3.5-4x 500 +1.2 +1 ~ +30%
316 — — — — Unsuitable for scientific use
1000-464 — — — — Not retrieved

@Horizontal resolution in along-track direction.
bPrecision on individual profiles, determined from obserseditter in the data in a region of minimal atmospheric valitgb
®Values should be interpreted agrZstimates of the probable magnitude.

Desired improvements for future data version(s)

e Reduce noise/spikes in UTLS and in upper stratosphere.

e Minimize the impact of thick clouds on the retrievals to iigt improve the HN@ measurements in
the upper troposphere and lowermost stratosphere.
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3.12 Peroxy Radical
Swath name: HO2

Useful range: 22—-0.046 hPa

Contact: Shuhui WangEmail: <Shuhui.Wang@jpl.nasa.gov>

Introduction

A description of HQ data quality, precision, systematic errors, and valichafar an earlier version, v2.2,

is given inlPickett et all[2008]. An early validation using.9 software is also describedlin Pickett €t al.
[2006a]. While there are significant improvements from vb.%2.2, the HQ data quality in v3.3 is gen-
erally similar to v2.2 except that v3.3 has fewer non-cogeat retrievals and therefore better zonal mean
precisions in a given latitude bin. The estimated uncetitsn precisions, and resolution for v3.3 Ki@re
summarized below in Table“3.T2.1. Note that the systematiemtiainties are from v2.2 and are not expected
to change significantly in v3.3.

Resolution

Figure[3 1211 shows the HQ@veraging kernel for daytime at 79 and the Equator. The latitudinal variation
in the averaging kernel is very small. The vertical resolutior pressures greater than 0.1 hPa is generally
about 5 km.

Precision

A typical HO, profile and the associated precisions (for both v2.2 and)\#8e3shown in Figure=3.12.2. The
profile is shown in both volume mixing ratio (vmr) and dengiiyits. All MLS data are reported in vmr
for consistency with the other retrieved molecules. Howewuse of density units (f&m3) reduces the
apparent steep gradient of H®ertical profile, allowing one to see the profile with morealetThe night
HO, profile is expected to exhibit a narrow layer near the algtdf the nighttime OH layer at82 km
[Pickett et al.| 2006b], which is not shown in Figlre_3:12rite MLS HG, data is not recommended for
altitudes above 0.046 hPa 70 km). Precisions are such that an Jf@nal average within a 2@atitude bin
can be determined with better than 10% relative precisiah 20 days of data~$2000 samples) for most
pressure levels over 22 —0.046 hPa.

Accuracy

Table[3 1211 summarizes the accuracy expected for. H®e scaling uncertainty is the part of the systematic
uncertainty that scales with H@oncentration, e.g. spectroscopic line strength. Biagmainty is the part

of the uncertainty that is independent of concentration.béth bias and scaling uncertainty, quantification
of the combined effect in MLS calibration, spectroscopy,ain the data product was determined by calcu-
lating the effects of each source of uncertainty. Theseracgicalculations are for v2.2 products. While no
significant change is expected from v2.2 to v3.3, a comprghererror analysis for v3.3 will be conducted.
Bias uncertainty can be eliminated by taking day-nightedé@hces over the entire recommended pressure
range. The accuracy of the H@neasurement due to systematic errors is a product of scatingrtainty
and the observed Hxoncentration. The overall uncertainty is the square rotht@sum of squares of the
precision and accuracy.
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Figure 3.12.1: Typical vertical averaging kernels for the MLS v3.3 HO; data at 70°N (left) and the
equator (right); variation in the averaging kernels is sufficiently small that these are representative of
typical profiles. Colored lines show the averaging kernels as a function of MLS retrieval level, indicating
the region of the atmosphere from which information is contributing to the measurements on the
individual retrieval surfaces, which are denoted by plus signs in corresponding colors. The dashed
black line indicates the vertical resolution, determined from the full width at half maximum (FWHM)
of the averaging kernels, approximately scaled into kilometers (top axes). The solid black line shows
the integrated area under each kernel; values near unity imply that the majority of information for that
MLS data point has come from the measurements, whereas lower values imply substantial contributions
from a priori information. The low signal to noise for this product necessitates the use of significant
averaging (e.g., monthly zonal mean), making horizontal averaging kernels largely irrelevant.
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Figure 3.12.2: Monthly zonal mean of retrieved HO; and its estimated precision (horizontal error
bars) for September, 2005 averaged over 29°N to 39°N. Panel (a) shows v3.3 HO, vmr vs. pressure
for day (black) and night (blue). Panel (b) shows the same data plotted for the stratosphere as a day-
night difference (note that a day-night difference is required for HO; for all pressure levels). Panel (c)
shows the same data in (a) converted into density units. Panel (d) shows the day-night differences for
the data in panel (c). Panels (e) and (f) are equivalent to (c) and (d) but using v2.2 data. The average

in panels (a) —(d) using v3.3 data includes 3052 profiles, while the average in panels (e)—(f) using v2.2
data includes 2695 profiles.
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Table 3.12.1: Summary of precisions, resolution, and uncertainties for the MLS v3.3 HO; product

Pressure Verticgl Precisiorl Bia_s Scalir_lg
/hPa resolution 110P em=3 uncertainty / uncertainty Comments
km 10° cm—3 1 %
< 0.03hPa — — — — Unsuitable for scientific use
0.046 hPa 10 6 0.39 22 Use day-night difference
0.10hPa 7 10 0.46 16 Use day—night difference
1.0 hPa 5 11 1.1 6 Use day-night difference
10 hPa 4 50 37 20 Use day-night difference
> 22 hPa — — — — Unsuitable for scientific use

8Precision for a single profile

Data screening

It is recommended that HQdata values be used in scientific investigations if all tHiofdng tests are
successful:

Pressure range: 22-0.046 hPa
Values outside this range are not recommended for sciensic

Estimated precision: Only use values for which the estimaté precision is a positive number.
Values where tha priori information has a strong influence are flagged with negatigeigion, and
should not be used in scientific analyses (see Secfion 1.5).

Status flag: Only use profiles for which the ‘Status’ field is aneven number.
Odd values oBtatus indicate that the profile should not be used in scientificismidSee Sectidn1.6
for more information on the interpretation of tBeatus field.

Quality: MLS v3.3 HO , data can be used irrespective of the value of thguality field.

Convergence: Only profiles whose ‘Convergence’ field is lesisan 1.1 should be used.
In version v2.2 this test often fails for 100 out of 3500 prediin a day. In the current version, v3.3,

there are often zero or very few non-convergence profiles.
Artifacts
Currently there are no known artifacts in the Hroduct. The primary limitation is the precision and the
altitude range.
Review of comparisons with other datasets

HO, data from MLS v2.2 software have been validated with twodmadtborne remote-sensing instruments.
Details of the comparison are givenlin Pickett et lal. [2008)e comparison between v2.2 and v3.3 show
no significant differences.
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3.13 Hypochlorous Acid
Swath name: HOC1

Useful range: 10—2.2hPa

Contact: Lucien FroidevauxEmail: <Lucien.Froidevaux@jpl.nasa.gov>

Introduction

The HOCI retrieval is quite noisy for individual profiles arDCI data require some averaging (e.g., ifi 10
zonal means for one or more weeks) to get useful precisioretéibthan 10 pptv, in comparison to typical
upper stratospheric HOCI abundances of 100 — 150 pptv. summarizes the MLS HOCI resolu-
tion, precision, and accuracy estimates for the uppercsipliere. More discussion and a brief validation
summary are given in the following sections, along with dati'eening recommendations, which should be
of particular interest to MLS data users.

Changes from v2.2

While there were no large v3.3 algorithmic changes relatm@glOCI, one difference in the retrievals for
HOCI and other products derived from the 640-GHz MLS retigyhase is that temperature information
is now obtained from the first retrieval phase (‘Core’), apaged to the 640-GHz phase itself; this led to
overall improved efficiency, convergence, and stabilitytfe v3.3 640-GHz products.

Other changes relating to the treatment of forward modebras continuum had an impact on species
in the 640-GHz retrieval phase (mainly in the lower stratmsp). The background observed in the 640-GHz

radiances includes emissions from,ND,, and HO. There are laboratory-based and ground-based models

for the continuum absorptions that are the basis for the Mh$gtion modell[Pardo et lal., 2001, and
references therein]. These models were tested against Mirfegon measurements from the wing channels
in the 640-GHz radiometer; the latitude dependence of tkisaion was found to agree better with the
expected moist plus dry continuum extinction values if theahd moist continuum functions were scaled
by factors close to 20%. The incorporation of this changerowgd the lower stratospheric retrievals of
most of the 640-GHz species (generally in terms of averagselsiand their latitude dependence).

A comparison plot showing zonal average upper stratospt¢@Cl contours (from 10 to 2 hPa) and
differences between the two data versions for a typical m¢8eptember, 2006) is provided in Figure
BI37. The v3.3 HOCI abundances are slightly larger thanvth2 retrievals, typically by-20 pptv (or
~20%). The estimated precision values are essentially ungglthfrom v2.2.

Resolution

Based on the width of the averaging kernels shown in Figui&.2, the vertical resolution for upper strato-
spheric HOCI is~6 km (significantly worse than the 640 GHz radiometer vettfiedd of view width of
1.4km). This reflects the choice of smoothing constraintsH®CI which favor precision over vertical
resolution.

Precision

The estimated single-profile precision reported by the L2woftware is about 300 to 400 pptv in the upper
stratosphere. A more useful number of 10 pptv is quoted inef@A3.1 for the typical precision of a 10
weekly zonal mean for this product.
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Chapter 3. Results for ‘standard’ MLS data products

Averages for September, 2006
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Figure 3.13.1: Zonal averages for upper stratospheric MLS HOCI profiles during September, 2006,
showing the MLS v2.2 HOCI mixing ratio contours (top left panel), the v3.3 contours (top right panel),
and their differences in pptv (v3.3 minus v2.2, bottom left panel) and percent (v3.3 minus v2.2 versus

v2.2, bottom right panel).
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Figure 3.13.2: Typical vertical averaging kernels for the MLS v3.3 HOCI data at 70°N (left) and the
equator (right); variation in the averaging kernels is sufficiently small that these are representative of
typical profiles. Colored lines show the averaging kernels as a function of MLS retrieval level, indicating
the region of the atmosphere from which information is contributing to the measurements on the
individual retrieval surfaces, which are denoted by plus signs in corresponding colors. The dashed
black line indicates the vertical resolution, determined from the full width at half maximum (FWHM)
of the averaging kernels, approximately scaled into kilometers (top axes). The solid black line shows
the integrated area under each kernel; values near unity imply that the majority of information for that
MLS data point has come from the measurements, whereas lower values imply substantial contributions
from a priori information. The low signal to noise for this product necessitates the use of significant
averaging (e.g., monthly zonal mean), making horizontal averaging kernels largely irrelevant.
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Chapter 3. Results for ‘standard’ MLS data products

Accuracy

The accuracy estimates shown in the Table come from a formahtdication of the combined effects
of possible systematic errors in MLS calibration, speaopy, etc. on the HOCI retrievals_[Read el al.,
2007]. These values are intended to represent 2 sigma ¢éssimmé accuracy. The largest contributors
to possible errors for HOCI are contaminant species, gampression, and sideband ratio uncertainties.
The Table gives a range of error estimates (for low and higlsqures). The average changes for upper
stratospheric HOCI between v2.2 and v3.3 are well withingbeted accuracy estimates (which may be
somewhat conservative).

Data screening

Pressure range: 10—2.2hPa

Values outside this range are not recommended for scienisigc Artifacts (negative averages) for
pressures larger than about 10 hPa currently make this praghsuitable for use in the lower strato-
sphere, although the negative biases observed in v2.2iforahion have been reduced and positive
averages are retrieved in v3.3 down to 32 hPa. However, weotaecommend these values for
scientific investigations until more checks and validatioa performed; we intend to provide updates
on this topic in the not too distant future. Regarding thentopt altitude range, the sensitivity €0
priori increases rapidly at pressures of 1 hPa or less; we contintgebmmend the use of (average)
HOCI values only up to 2.2 hPa.

Estimated precision: Only use values for which the estimaté precision is a positive number.

Values where tha priori information has a strong influence are flagged with negatieeigion, and
should not be used in scientific analyses (see Selcfion 1.5).

Status flag: Only use profiles for which the ‘Status’ field is aneven number.

Odd values oBtatus indicate that the profile should not be used in scientificismidSee Sectidn 1.6
for more information on the interpretation of tBeatus field.

Quality: Only profiles whose ‘Quality’ field is greater than 1.2 should be used.

This criterion removes profiles with the poorest radiancg figpically significantly less than 1% of
the daily profiles. Results in this respect have improvedomparison to v2.2 data. For HOCI (and
for other 640 GHz MLS products), this screening correlatedl with the poorly converged sets of
profiles (see below); we recommend the use of botmiel ity andConvergence fields for data

screening. The use of this screening criterion sometimesrérely) removes up to a few percent

of global daily data (for example, during the first half of Sapber, 2006, when some high latitude
convergence and quality issues arose).

Convergence: Only profiles whose ‘Convergence’ field is lessan 1.05 should be used.

For the vast majority of profiles (99% or more for most dayhkjs field is less than 1.05. Results in
this respect have improved, in comparison to v2.2 data. RKlesess, on occasion, sets of profiles
(typically one or more groups of ten profiles, retrieved aslaihk’) have thionvergence field set

to larger values. These profiles are usually almost noise-dnd close to the priori profile, and need
to be discarded as non-converged. Thelity field (see above) most often yields poorer quality
values for these non-converged profiles. The use of thierarg criterion sometimes (but rarely)
removes up to a few percent of global daily data (for examgleing the first half of September,
2006, when some high latitude convergence and quality sssrgse).
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3.13. Hypochlorous Acid

Table 3.13.1: Summary for MLS hypochlorous acid

Vertical
Pressure Precisioll  Resolution Accurac;ﬂ Comments
km
hPa pptv % km pptv %
1.50rless —_ — — — — Unsuitable for scientific use
2.21t010 10 10 6 30-80~30-100
15o0rmore — — — — — Unsuitable for scientific use

3precision (1 sigma) for 1 week/10 degrees zonal means or Rsfedegrees zonal means
b2 sigma estimate from systematic uncertainty charactésizéests

Clouds: Profiles identified as being affected by clouds can h#&sed with no restriction.

Review of comparisons with other datasets

The MLS HOCI retrievals exhibit the expected morphology innthly mean latitude / pressure contour
plots; for example, such plots for September months from Mba®pare favorably, to first-order, with results
produced by the Michelson Interferometer for Passive Aphesic Sounding (MIPAS) for September, 2002
[von Clarmann et all, 2006]. MLS HOCI averages at midlatsidre close to the results from balloon-borne
infrared measurements. The slight increase in MLS v3.3e&lwersus v2.2) should actually improve the
overall agreement in these comparisons. As mentioned abuwes work is needed to review these issues,
especially for any altitudes below the 10 hPa level.

Artifacts

e The 640 GHz radiometer bands 10 (for CIO) and 29 (for HOCl)anarned off for a few time periods
in 2006 to investigate degradation issues that might affexte channels in the future. These band
were off on April 8,9, and 10, 2006, and also for April 17, 20@féter 19:52 UT) through May 17,
2006. There are essentially no useful HOCI (or CIO) datatese time periods. The v3.3 software
correctly flags these incidents with poor (od&hatus values (which should be screened out); we
note that the v2.2 software did not flag these days with&xdttus.

e There are still significant artifacts in the mean valuesg@anegative values) for HOCI in the lower
stratosphere, where the use of this product is not recometeritbspite the fact that some seasonal-
type changes in both hemispheres appear to be consisténexyectations of realistic atmospheric
enhancements in this region.

e Users should screen out the non-converged and poorestygH&iICI profiles, as such profiles (typ-
ically a very small number per day) tend to behave unlike tlagonity of the other MLS retrievals.
See the criteria listed above.
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3.14. Cloud lce Water Content

3.14 Cloud Ice Water Content

Swath name: IWC

Units: g/m®
Useful range: 215-83 hPa

Contact: Alyn Lambert,Email: <Alyn.Lambert@jpl.nasa.gov>

Introduction

The MLS IWC is retrieved from cloud-induced radiancé@s;§ of the 240-GHz window channel in a sepa-
rate processing step after the atmospheric state (Tenuperand tangent pressure) and important gaseous
species (HO, O3, HNOs) have been finalized in the retrieval processing. The dérivg are binned onto
the standard horizontal (X.&long track) and vertical (12 surfaces per decade changeessyre) grids,
and converted to IWC using the model&gl — IWC relations [[Wu et &ll, 2006]. The standard IWC profile
has a useful vertical range between 215 — 83 hPa althougtatigation has been conducted for a subset of
the range of IWC values. IWC measurements beyond the vahgesaspecified in Tab[eZ3.T#.1 are to be
regarded currently as giving only qualitative information cloud ice. They require further validation for
guantitative interpretation.

Resolution

In the IWC ranges specified in Taljile-3.14.1, each MLS measmeoan be quantitatively interpreted as the
average IWC for the volume sampled. This volume has a vésidant of~3 km, with~300 km and 7 km
along and cross track respectively.

Precision

The precision values quoted in the IWC files do not repredentrue precision of the data. The precision
for a particular measurement must be evaluated on a dailg baisg the method described in the screenin
section below. The precision listed in Table-3.14.1 reflggixal values obtained from the method described
below.

Accuracy
The IWC accuracy values listed in Taljfle"3.14.1 are estimfates comparisons of the earlier v2.2 MLS
data product with CloudSat and detailed analyses on theer®2 budget can be found lin Wu el al. [2D08].

Data screening

Pressure range (215 —83 hPa)Values outside this range are not recommended for scientéicThe max-
imum detectable IWC is-100 mg/ni.

Status flag: The user is recommended to screen the IWC data using the $igltdiin the collocated tem-
perature profile to exclude bad retrievels [Schwartz 2{241Q8]. In other words, only IWC profiles
for which temperature Status is an even number should be used
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Other screening: The IWC product derives from differences between measuadénces and those pre-
dicted assuming cloud free conditions. Spectroscopic atidration uncertainties give rise to tempo-
rally and geographically varying biases in this differenaed hence the IWC product. These biases
must be iteratively identified and removed, using @-23¢’ screening method, as described below.

1. MLS IWC signals derive from differences between obsemagtiances and those predicted as-
suming clear sky. Uncertainties in spectroscopy and athergp composition are manifested
as residual biases in the IWC fields which should be ident#ied removed as follows. IWC
data should be averaged in & 1&titude bins and outliers rejected iteratively by exchgimea-
surements greater tham Ztandard deviation about the mear) f the bin. Repeat the and
u calculations after every new set of rejections. Convergaaaisually reached within 5—10
iterations, and the finat is the estimated precision for the IWC measurements.

2. Interpolate the finay andu to the latitude of each measurement, and subfaicom IWC for
each measurement.

3. Finally, apply the 3 threshold to determine if an IWC measurement is statisyicadjnificant.
In other words, it must have IWG u + 30 in order to be considered as a significant cloud hit.
The ¥ threshold is needed for cloud detection since a small ptagenof clear-sky residual
noise can result in a large percentage of ‘false alarms’anaidetection.

Artifacts

At wintertime mid-to-high latitudes, strong stratosplegravity waves may induce large fluctuations in the
retrieved tangent pressure, and cause false cloud detestih the 2r —3s screening method. The false
cloud detection seems to affect the 100 hPa pressure lewa] amexpected for such impact coming from
the lower stratosphere.

Comparisons with other datasets

Compared to v2.2 IWC the v3.3 IWC values are systematicaliglier by 5—20% over the pressure range
215-100 hPa and generally the random noise in v3.3 IWC i®iditan in v2.2 (see Figuie_3.14.1 and
Table[31411). Apart from the differences noted above, tHeSM3.3 IWC is similar to the MLS v2.2
product described and validatedlin Wu et al. [2008]. A radigalidation paper for IWC is not planned in
the near future and users are encouraged tolread Wi et afi][R3Gnore information.

Comparisons between v2.2 MLS and CloudSat IWC showed gooekagent with PDF differences
<50% for the IWC ranges specified in Talhle_3.14.1. Comparisatis AIRS, OMI and MODIS suggest
that MLS cloud tops are slightly higher byl km than the correlative data in general.

Desired improvements for future data version(s)

The IWC retrieval in v3.3 and the earlier versions is a sinfpkd-order conversion, applied independently
to eachT measurement. A 2-D cloudy-sky radiative transfer modelnder development for version 4

processing which will allow IWC profiles to be retrieved joinwith the T, measurements from adjacent
scans.
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Figure 3.14.1: MLS v3 and v2 IWC comparisons for a 42 day period in May-June 2008 at 146 hPa
and 100 hPa. (a) Left: Probability density functions (PDF) (v3 (blue) and v2 (green)) with dashed lines
showing the corresponding noise levels (obtained by folding the negative IWC values about the origin)
and the thin black lines representing the gaussian error function. (b) Right: Scatter plots of IWC
v3 vs v2 (black points) with dashed red lines indicating the I:I line, dashed yellow lines the I-sigma
uncertainties and the blue lines are linear fits to the data.
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Table 3.14.1: Summary of MLS v3.3 IWC precision, accuracy, and resolution.

. Typical Valid IWC
Pressure / Resolutiorfl / precisiorﬂ / Accurac;ﬂ / mg/m? rangeﬂ
hPa km mg/mé <10 mg/m®  >10mg/m? / mg/m?
p<70 Unsuitable for scientific use
83 200x 7x5 0.07 100% — 0.02-50
100 200« 7x5 0.10 100% 150% 0.02-50
121 250« 7x4 0.15 100% 100% 0.04-50
147 300« 7x4 0.25-0.35 100% 100% 0.1-50
177 300« 7x4 0.5-1.0 150% 100% 0.3-50
215 300« 7x4 1.2-21 300% 100% 0.6-50
p>260 Unsuitable for scientific use

aThe along-track, cross-track and vertical extent, respelgtof the atmospheric volume sampled by an individual Mh8a-
surement.

bThese are typical d precisions where the better values are for the extratropicsthe poorer values for the tropics. The
precision for a particular measurement must be evaluateddaily basis using the method described in the text.

CEstimated from comparisons with CloudSat.

dThis is the range where the stated precision, accuracy auduten are applied. In this range MLS measurements can be
quantitatively interpreted as the average IWC for the valisampled. IWC values above this range, currently givindigtiae
information on cloud ice, require further validation forantitative interpretation.
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3.15 Cloud Ice Water Path

Swath name: IWP (stored as an additional swath in theGP-IWC file).

Units: g/nm?
Useful range: MLS IWP is the ice water column above6 km

Contact: Alyn Lambert,Email: <Alyn.Lambert@jpl.nasa.gov>

Introduction

MLS standard IWP is retrieved from cloud-induced radian€kg) of the 240-GHz window channel at
650 hPa tangent pressure (see Fidure 315.1). It repreagudstial column above-6 km, and is stored
in the v3.3 L2GP IWC file as a separate swath. For the IWP xetid is first converted to a near
horizontal slant path (with &3° elevation angle) IWP ‘*hIWP’, using the model&g, — hIWP relation. The
hIWP is then converted to the nadir IWP at the tangent potdtion, and interpolated to the MLS standard
horizontal grid.

Resolution

In the IWP ranges specified in the summary at the end of thiSoseeach MLS measurement can be
guantitatively interpreted as the average IWP for the vawampled. The MLS IWP volume is a vertical
column above~6 km, with 60 km and 7 km along and cross track extent respalgtiv

Precision

The precision values quoted in the IWP swaths do not reptéisertrue precision of the data. The precision
for a particular measurement must be evaluated on a dailg baig the method described in the screening
section below. The 3 g/fiprecision given the summary at the end of this section reftgpical valuesfor
MLS IWP measurements.

Accuracy

The IWP accuracy is~50%, as estimated from comparisons of the earlier v2.2 MLi& geoduct with
CloudSat and detailed analyses on the v2.2 error budgetecéound in \Wu et g1/ [2009].

Data screening

The standard IWP product has a useful sensitivity up to 20 g/here MLS measurements can be quan-
titatively interpreted as the average IWP for the volume @aoh The user is recommended to screen the
IWP _data using the status field in the collocated temperagitwéle to exclude bad retrievals [Schwartz
et al.,[2008]. Only IWP values for which temperature Stasusrn even number should be used. In addition
to the status screening, the user is also recommended &nsitre IWP data for significant cloud hits on a
daily basis using the 2— 3" method described in the IWC sectidn{3.14). ThetBreshold is needed for
cloud detection since a small percentage of clear-sky waigbise can result in a large percentage of false
alarm in cloud detection.
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Artifacts

High-latitude high-land surface can be mistakenly detéete a cloud when the atmosphere is very dry,
allowing MLS 240-GHz radiances to penetrate down to theaserf Surface emission/scattering can then
reduce brightness temperature. Surface effects (e.gr, tbeehighland over Antarctica) may introduce
artificial IWP values as large as 10 g/min addition, the geographical location of MLS IWP is cuthgn
registered at the tangent point, which~2 profiles away from the actual location of the IWP column as
shown in Figuré-3.15]1. The user needs to correct this difgeeplacing the IWP location with the one at
2 profiles earlier.

Comparisons with other datasets

Compared to v2.2 IWP the v3.3 IWP values are systematicatliyet by~2 % and the random noise is
slightly smaller than in v2.2 (see Figure-3:15.2). Apartirthe differences noted above, the MLS v3.3 IWP
is similar to the MLS v2.2 product described and validateiMm et al. [2009]. A revised validation paper
for IWP is not planned in the near future and users are adveseshd Wu et &l [2009] for more information.

Comparisons between v2.2 MLS and CloudSat IWP showed gomkagnt with PDF differences
<50% for the IWP range specified in the summary at the end os#tgton.

Desired improvements for future data version(s)

The IWP retrieval in v3.3 is a simple first-order conversiapplied independently to eadh; measurement.
Plans for future versions include development of 2-D cleslly radiative transfer model. This will allow
IWP to be retrieved jointly with thd., measurements from adjacent scans.

Summary for IWP

IWP Column Bottom: 6 km (estimated from MLS radiative transf er model calculations).
The calculation of the bottom height of the IWP column depeod the tropospheric water vapor
loading and on the IWP itself and is discussed_in Wu et al. $200

Typical precision: 3 g/n? is the typical 15 precision.
The precision for a particular measurement must be evaluatea daily basis using the method
described in the text.

Accuracy: 50% (estimated from comparisons with CloudSat)

Resolution: 60 km along track, 7 km across track (the volume bair sampled by MLS)

Valid IWP range: <200 g/n?

This is the range where the stated precision, accuracy auduten are applied. In this range MLS
measurements can be quantitatively interpreted as thage/dWP for the volume sampled. IWP val-
ues above this range, currently giving qualitative infotimra on cloud ice, require further validation
for quantitative interpretation.
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Figure 3.15.1: Diagram to illustrate the MLS IWC and IWP measurement. The dashed lines are the
MLS tangential beams. At high tangent heights, the beams penetrate through the limb and become
sensitive to a volume-averaged IWC, whereas at low tangent heights the MLS beams cannot penetrate
through the limb due to strong gaseous absorption and become only sensitive to a partial slant column
of IWP, with a shallow (~3°) angle, ‘hIWP’. Note that the actual volume of the air represented by
hIWP is centered ~300km away from the tangent point, or ~2 profiles from the location of the

nominal profile.
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Figure 3.15.2: MLS v3 and v2 IWP comparisons for a 42 day period in May-June 2008. Left: Proba-
bility density functions (PDF) (v3 (blue) and v2 (green)) with dashed lines showing the corresponding
noise levels (obtained by folding the negative IWP values about the origin) and the thin black lines rep-
resenting the gaussian error function. Right: Scatter plot of IWP v3 vs v2 (black points) with a dashed
red lined indicating the |:1 line and a linear fit to the data shown as a blue line.
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3.16. Nitrous Oxide

3.16 Nitrous Oxide

Swath name: N20

Useful range: 100-0.46 hPa

Contact: Alyn Lambert,Email: <Alyn.Lambert@jpl.nasa.gov>

Introduction

The standard product for v3.3;8 is taken from the 640 GHz (‘Core+R4B’) retrieval and detaif the
retrieval method and validation results are presented amibert et all, 2007]. All of the v3.3 640-GHz re-
trieval phases use the temperature and tangent pressamatfon from and earlier retrieval phase, instead
of including a joint temperature/pTan retrieval as was diamey2.2. This change has significantly reduced
the number of ‘non convergent’ 640-GHz retrievals in v3.8hpared to v2.2.

Resolution

The spatial resolution reported by the averaging kernetiogas shown in Figure23:18.1. The vertical resolu-
tion is 4 —6 km and the horizontal along-track resolutiond® 3 600 km over most of the useful range of the
retrievals. The horizontal cross-track resolution is sethe 3 km width of the MLS 640-GHz field-of-view
for all pressures. The longitudinal separation of the MLSmgements is 16 20° over middle and lower
latitudes, with much finer sampling in polar regions.

Precision

Precision as defined here is thes luncertainty in the retrieved value calculated by the Levalgdrithms
and has been validated against the scatter about the meamoident ascending/descending MLS profile
differences. The estimated precision on a single retrigwefile given in Tabld—3. 1611 varies with height
from ~12—-24 ppbv. The BD values at the 147 hPa pressure level have a large a priareimde and
practically all precisions are flagged negative at thislleve

Accuracy

The ‘accuracy’ values given in Table_3.76.1 are taken fromdbtailed analysis presented of MLS v2.2
data in_Lambert et all [2007] to quantify the systematic madeties associated with the MLS instrument
calibration, spectroscopic uncertainty and approxinmegtim the retrieval formulation and implementation.
Accuracy of v3.3 NO data are expected to be little different from that esthblisfor v2.2.

Data screening

Pressure range: 100—0.46 hPa

Values outside this range are not recommended for scienséc In the upper stratosphere and lower
mesosphere v3.3 0 requires significant averaging for useful signals, butteeenote under ‘Arti-
facts’ for issues above 0.1 hPa.

Estimated precision: Only use values for which the estimaté precision is a positive number.

Values where tha priori information has a strong influence are flagged with negatieeigion, and
should not be used in scientific analyses (see Secfion 1.5).
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Figure 3.16.1: Typical two-dimensional (vertical and horizontal along-track) averaging kernels for the
MLS v3.3 N O data at 70°N (upper) and the equator (lower); variation in the averaging kernels is suffi-
ciently small that these are representative of typical profiles. Colored lines show the averaging kernels
as a function of MLS retrieval level, indicating the region of the atmosphere from which information is
contributing to the measurements on the individual retrieval surfaces, which are denoted by plus signs
in corresponding colors. The dashed black line indicates the resolution, determined from the full width
at half maximum (FWHM) of the averaging kernels, approximately scaled into kilometers (top axes).
(Left) Vertical averaging kernels (integrated in the horizontal dimension for five along-track profiles)
and resolution. The solid black line shows the integrated area under each kernel (horizontally and
vertically); values near unity imply that the majority of information for that MLS data point has come
from the measurements, whereas lower values imply substantial contributions from a priori informa-
tion. (Right) Horizontal averaging kernels (integrated in the vertical dimension) and resolution. The
horizontal averaging kernels are shown scaled such that a unit averaging kernel amplitude is equivalent
to a factor of 10 change in pressure.
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3.16. Nitrous Oxide

Status flag: Only use profiles for which the ‘Status’ field is aneven number.

Odd values oBtatus indicate that the profile should not be used in scientificismidSee Sectidn 1.6
for more information on the interpretation of tBeatus field.

Quality: Only profiles whose ‘Quality’ field is greater than 1.4 should be used.
A small fraction of NO profiles (typically less than 0.5%) will be discarded visstbcreening.

Convergence: Only profiles whose ‘Convergence’ field is lesisan 1.01 should be used.
A fraction of the NO data (typically less than 2%) at this level will be discatdéa this screening.

Clouds: Clouds can impact the NO product at the lowest altitudes. See below for details.

Very thick clouds in the tropics produce a low rate of artifaim the NO product, consisting of ab-
normally high (and, more rarely, low) values at 100 hPa (afidHPa, not recommended for scientific
use). Such cases are not always detected bfuheity andConvergence flags, and the cloud bits
of theStatus field are too blunt a tool to identify these cases, needladistarding reasonable data.
We recommend checking for the occurrence gNvalues greater than 350 ppbv on the 68 hPa MLS
retrieval level in order to remove significant outliers frdhe 100 —46 hPa data.

Artifacts

The v3.3 NO retrievals are improved at 100 — 68 hPa, where the v2.2wetlls often showed signs of poor
convergence resulting in sets of consecutive ‘smooth’ le®fiThere are occasional nonphysical values of
N,O in the v3.3 data, and screening using the convergence atitidields (see above) is recommended to
remove the majority of these data points.

The retrieval restricts pD values to be greater thard0 ppbv (approximately three times the retrieval
noise level in the recommended pressure range) in orderetgept problems in the minimization search
process. The low bound is applied at all levels, but it is @viglent in the data for pressures less than 0.1 hPa,
where the vertical smoothing is relaxed and the retrievédenbecomes comparable to the magnitude of the
low bound value. Accordingly, statistical averaging of tfega (zonal means or longer time periods) cannot
be applied successfully for pressures at and less than @.A$we-40 ppbv hard limit introduces a positive
bias in any average.

Review of comparisons with other datasets

Average values for v3.3 PO are 20% larger than in v2.2 for the 100 hPa pressure levealh 4% smaller
at the 46 —32 hPa levels, and within 5% for pressures greader22 hPa (see Figure_3.16.2).

Apart from the differences noted above, the MLS v3:8Ns similar to the MLS v2.2 product described
and validated in Lambert etlal. [2007]. Comparisons of vZ@Mith coincident measuremements by ACE-
FTS, Odin/SMR, and Envisat/MIPAS and balloon borne obgEma are shown in Lambert etlal. [2007]. A
revised validation paper for D is not planned in the near future and users are encourageddd ambert
et al. [200/] for more information.

Desired improvements for future data version(s)

Retrievals of NO to pressures greater than 147 hRay be possible in later versions, however, these data
would be taken from the 190-GHz observations rather tha®4leGHz which currently form the standard
product.
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Zonal Means for Data Over May, 2008
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Figure 3.16.2: MLS v3.3 N,O compared to MLS v2.2 for May 2008
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3.16. Nitrous Oxide

Table 3.16.1: Summary of MLS v3.3 N, O product.

Region V;fsglﬁg?zl Precisiol ~ Accuracy Comments
hPa km ppbv % ppbv %
<0.33 — — — —  — Unsuitable for scientific use
0.46 8.8x 530 12 >100% 05 16
0.68 7.3x 430 13 >100% 0.6 15
1.00 6.3x 340 14 >100% 0.6 12
2.15 4.8x 300 15 >100% 1.2 9
4.64 4.2x 280 14 41 3 9
10.0 4.0x 320 13 12 7 9
21.5 4.7x 400 13 9 19 13
46.4 4.8x 490 16 8 32 14
68.1 5.8x 550 20 8 32 13
100 5.7x 610 24 9 70 25
147 — — — —  — Unsuitable for scientific use
>215 — — — — — Notretrieved

8Precision on individual profiles
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3.17 Ozone

Swath name: 03

Useful range: 261 —-0.02 hPa

Contact: Lucien Froidevaux (stratosphere/mesosphdte)ail: <Lucien.Froidevaux@jpl.nasa.gov>
Michael Schwartz (upper tropospherg&mail: <Michael.J.Schwartz@jpl.nasa.gov>

Introduction

The v3.3 standard ©Oproduct is taken from the 240-GHz retrieval, which providies highest sensitivity
down into the upper troposphere, as well as in the mesosphal#e[3.T711 summarizes the typical reso-
lution, precision, and systematic uncertainty estimasea function of pressure. Papers describing detailed
validation of the MLS v2.2 product and comparisons with ofti@a sets were published in a special Aura
validation issue of thdournal of Geophysical Researcbee [Froidevaux et al., 2008a; Jiang etlal., 2007;
Livesey et al., 2008]. In the stratosphere and above, vA@profiles are very similar to the v2.2 profiles,
so the stratospheric results from the above referenceguilérally hold for the v3.3 product. Initial docu-
mentation of changes, improvements, and issues with v3aBatta discussed here, including data screening
criteria (which are now somewhat more complex than in v2a)darhe morphology of the (zonal mean)
v3.3 ozone data appears to be more reliable (realistic)herdrgest pressure values where ozone is re-
trieved in the upper troposphere, notably at 316 hPa andeal861 hPa (a new level for v3.3). The 316 hPa
ozone retrievals will, however, require further validatibefore we can recommend this pressure surface for
scientific use.

There are 2 separate stratospheric ozone columns (typicallery good agreement) in tHe2GP-03
files, with swath name®3,,column-MLS’ and ‘03_,column-GEQS5’, corresponding to the use of tropopause
pressures (WMO definition) determined from MLS or GEOS-5pematures, respectively. Data users can
also provide their own calculations of column ozone valwath(better screening), based on the MLS ozone
profiles, given that poorly defined tropopause values cahtieeelatively large scatter at certain places (and
times) for ozone column results.

Comparison of v3.3 with v2.2

Between 316 hPa and 1 hPa, v3.3 ozone profiles are retrievéd sarfaces per decade, a grid twice as fine
as the 6-level-per-decade grid used in v2.2. This finer gridkes possible some improvement in vertical
resolution in the UTLS, with retrieved precisions similar(br slightly larger than) the v2.2 values, but at
the cost of poorer horizontal resolution (see TabIe3]) Far pressures less than 1 hPa, the retrieval grid h
not changed from the v2.2 grid; it becomes coarser, with &sas per decade change in pressure betwe
1 and 0.1 hPa, and 3 surfaces per decade change in pressur@.froPa to 0.01 hPa. Other changes in th
retrievals for the 240-GHz phase (affecting CO and HN®well as ozone) include the manner in which the
spectral baseline is modeled. The v3.3 retrieval fits aivedtumidity-like, frequency squared extinction
baseline at the lowest retrieval levels, rather than a sglgctlat extinction profile, as used in v2.2. This
modification reduces ozone biases in the upper troposphemmist clear air (or thin cloud) conditions, but
gives a poorer fit to the impacts of thick clouds (scatterirmf ice particles in convective cores). Cloud
effects lead to more scatter and vertically-oscillatingfipes in v3.3, for the most part in the tropics, and
methods to screen out cloud-impacted profiles are discussledv. Also, there have been relatively minor
spectroscopic changes for these v3.3 ozone retrievaldintgenixing parameters are now taken from the
recent (unpublished) work ddeLucia et al.
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Averages for November, 2006
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Figure 3.17.1: Zonal averages for stratospheric and mesospheric MLS ozone profiles during Novem-
ber, 2006, showing the MLS v2.2 ozone mixing ratio contours (top left panel), the v3.3 contours (top
right panel), and their differences in ppmv (v3.3 minus v2.2, bottom left panel) and percent (v3.3 minus
v2.2 versus v2.2, bottom right panel).
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Averages for November, 2006
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Figure 3.17.2: Zonal averages for UTLS MLS ozone profiles during November, 2006, showing the
MLS v2.2 ozone mixing ratio contours (top left panel), the v3.3 contours (top right panel), and their

differences in ppmv (v3.3 minus v2.2, bottom left panel) and percent (v3.3 minus v2.2 versus v2.2,
bottom right panel).
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Figures[3.17]1 and_3.1T.2 show zonally averaged fields fo(ftill) month of November, 2006, with
only the properly screened profiles from v2.2 and v3.3 beisgdy mean differences (ppmv and percent)
are also shown. The averages for stratospheric (and lowsospberic) ozone have typically not changed
(typically) by more than 0.1 ppmv,or 1 to 2%; see Figure 3l1At low latitudes, zonal-mean v3.3 tends to
be ~10 ppbv larger than v2.2 from 215 hPa to 100 hPa, while at higtitudes, the v2.2/v3.3 relationship
tends to switch signs, with v3.3 higher than v2.2 at 316 hRR1&T hPa, and lower at 215 hPa and 100 hPa
(see Figurd_3.1712). Also, we note that the version 3.3 meapictl profiles in the UTLS can exhibit
significant systematic vertical oscillations, mostly agoa during certain months (see the ‘Artifacts’ section
below).

Ozone Columns: Changes in the MLS stratospheric ozone columns (or in cofudown to pressures
between 100 and 316 hPa) for v3.3 are quite small; typicdy danal averages are within one percent, and
often within one DU. There is no significant systematic dffedfsets can change slightly between pressure
levels and versus latitude, including changes in sign).mbst significant difference is the change in scatter,
as observed for example in standard deviations about zerehges (with v3.3 scatter often lower than in
v2.2 by several DU); this is largely a result of (and at theemge of) changes in the horizontal smoothing,
and poorer horizontal resolution for v3.3 data (see below).

Resolution

Vertical and horizontal smoothing constraints were chdrfigev3.3 data in an attempt to capitalize upon the
higher vertical resolution offered by the finer grid, whilénimizing the vertical oscillations invited by the
additional vertical degrees of freedom. Based on the wifltheaveraging kernels shown in Figufes3.17.3
and[3I7M, the vertical resolution for the standargdp@bduct is~2.5km in the uppermost troposphere
and stratosphere, but degrades to 4 to 6 km in the upper nfemespnd to~3km at 316 hPa. At best,
lower stratospheric resolution can be about 2.3 km, whidmismprovement over v2.2 data (but not by a
factor of two — the best resolution offered by the new 12g¢erade grid). The along-track resolution in the
stratosphere has changed fren200 km in v2.2 to 300 to 450 km in v3.3, depending on altitutie (ipper
stratosphere shows poorer resolution). In the mesosptiésealong-track resolution varies between about
300 and 700 km. In the upper troposphere, the along-trackutsn degrades from-300 km at 120 hPa to
~450km at 261 hPa. Typical resolution values are providethénsummary TableZ3.17.1. The cross-track
resolution is set by the 6 km width of the MLS 240 GHz field ofwi€eT he longitudinal separation of MLS
measurements, set by the Aura orbit, iS400° over middle and lower latitudes, with much finer sampling
in polar regions.

Precision

The horizontal smoothing changes in v3.3, coupled with therfiertical retrieval grid, have led to some
changes in estimated precision (keeping in mind, howeherpborer v3.3 horizontal resolution). In the
upper stratosphere, the precisions are improved (smalleies) by about 30% in the v3.3 data, although
there is no need to quote substantially different valuen the (rounded off) values that are given in Ta-
ble[3ZI71. In the UTLS, the Level 2 ozone precision (unaerg values have worsened slightly (by20
to 30%) from v2.2 to v3.3. As found previously for v2.2 datee Level 2 precision values are often slightly
lower than the observed scatter in the data, evaluated imraméatitude band centered around the equator
where atmospheric variability is expected to be small, daimied from a comparison between ascending
and descending coincident MLS profiles.

Negative precision values for ozone occur essentially f@rye data point at pressures smaller than
0.01 hPa, indicating increasing influence from #heriori, although some MLS information exists (e.g.,
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Figure 3.17.3: Typical two-dimensional (vertical and horizontal along-track) averaging kernels for the
MLS v3.3 O3 at the equator; variation in the averaging kernels is sufficiently small that these are rep-
resentative of typical profiles. Colored lines show the averaging kernels as a function of MLS retrieval
level, indicating the region of the atmosphere from which information is contributing to the measure-
ments on the individual retrieval surfaces, which are denoted by plus signs in corresponding colors. The
dashed black line indicates the resolution, determined from the full width at half maximum (FWHM)
of the averaging kernels, approximately scaled into kilometers (top axes). (Upper) Vertical averaging
kernels (integrated in the horizontal dimension for five along-track profiles) and resolution. The solid
black line shows the integrated area under each kernel (horizontally and vertically); values near unity
imply that the majority of information for that MLS data point has come from the measurements,
whereas lower values imply substantial contributions from a priori information. (Lower) Horizontal
averaging kernels (integrated in the vertical dimension) and resolution. The averaging kernels are scaled
such that a unit change is equivalent to one decade in pressure.
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Figure 3.17.4: As for 3173l but zooming in on the upper troposphere and lower stratosphere region.
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regarding average day/night differences) into the uppstmesosphere and lower thermosphere. Generally,
however, we recommend that scientific studies be restrictgressures of 0.02 hPa or larger.

Column values: As for the v2.2 retrievals, the estimated precisions for ¥Be3 MLS column ozone
abundances down to pressures of 100 to 215 hPa are 2% or lbgstydical empirical precision in the
columns based on (&) variability in the tropics is 2 to 3%. However, see the comiseabove regarding
the somewhat poorer along-track (horizontal) resolutmmvB.3 data.

Accuracy

The accuracy estimates shown in Tdble 3117.1 are from agsaisalhich propagated estimated systematic
errors in MLS calibration, spectroscopy, etc., through ¥2 measurement system. Results using the
v3.3 algorithms are not expected to differ significantly. eNalues shown here are intended to represent
20 estimates of accuracy. Overall, we see no evidence, basednomber of (published) comparisons
with well established data sets, that significant disagezgs(outside the combined accuracy estimates) or
MLS-related issues exist for the MLS ozone product. For nu@tails, see the MLS validation papers by
Froidevaux et all[2008al, Jiang el al. [2007]. and Livesesig2008], as well as references therein; some
more recent references relevant to MLS ozone and ozone oslamne available on the MLS website under
‘Publications’. Future validation studies using v3.3 datthfocus on longer-term changes and on the UTLS
region.

Column values: Sensitivity tests using systematic changes in variousnpaters that could affect the
accuracy of the MLS retrievals lead to possible biases €timates) of about 4%, as an estimated accuracy
for the MLS column values (from integrated MLS ozone profitesvn to 100, 147, and 215hPa). See
also the (v2.2) validation papers (and subsequent ozdatedepublications, e.g., available from the MLS
website) for results on column ozone comparisons versedlisgtsonde, and lidar data.

Data screening

Pressure range: 261—0.02 hPa.
Values outside this range are not recommended for sciensic

Estimated precision: Only use values for which the estimat precision is a positive number.
Values where tha priori information has a strong influence are flagged with negatigeigion, and
should not be used in scientific analyses (see Secfion 1.5).

Status flag: Only use profiles for which the ‘Status’ field is aneven number.
Odd values oBtatus indicate that the profile should not be used in scientificismidSee Sectidn1.6
for more information on the interpretation of tBeatus field.

Quiality: Only profiles whose ‘Quality’ field is greater than 0.6 should be used.

Convergence: Only profiles whose ‘Convergence’ field is legsan 1.18 should be used.

Clouds: Scattering from thick clouds can lead to oscillatoy values for Oz in the UT/LS, see below for
screening rules.

Most of the affected profiles are removed by wality, Convergence, and outlier screening meth-
ods, as described below, specifically for the v3.3 data.
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‘Outlier Screening: The v3.3 ozone product has more tropical outliers than th2 data in the lower
stratosphere (mainly a few to a few tens of positive outler§8 hPa on a typical day) and in the
upper troposphere, where both negative or positive spikasdominate, depending on the pressure
level. As for CO, these often appear to be related to thickddo and large values of ice water content
(IWC) in the vicinity of the affected profiles.

We have found that using explicit thresholds for negativenezspikes at pressures larger than the
46 hPa MLS pressure level can effectively screen out moshefautliers, including most of the
positiveoutliers in the UTLS. The recommended screening method 3@ wzone should therefore
also include a test for significantly negative values for BMieS pressure range from 56 to 261 hPa
(inclusive). We then recommend rejectionalf values in this rangavhen a (negative) mixing ratio
less than—0.15 ppmv is encountered (for any level in this range); initald any value at 316 hPa
less than—0.30 ppmv should also lead one to discard the applicable UWdlSes. These outlier
thresholds are chosen so that large negative values otlsde thresholds are generally outside the
‘5 sigma level’, in relation to typical ozone values and ML ne precisions (or scatter) in the UTLS;
we have also checked that these criteria do not impact tleesitry of high latitude ozone values in
any significant way (e.g., under ozone hole conditions).

In summary, one shouleject profiles with oddStatus or evenStatus profiles withConvergence
above the convergence threshaldQuality below the quality threshold, or with values from 316
to 56 hPa (inclusive) that get eliminated by the negativéieyutriteria. Conversely, one shouleep
profile values with even stat#sd goodConvergence and goodQuality and UTLS values in the
316 to 56 hPa MLS pressure range that do not get discardedebgpetyative outlier criteria. This
methodology does remove some profile values that are nogifothlier category but no method will
cleanly remove only the exact number of profiles that areisigys for every day of the MLS mission.
The current recommendations typically removéd to 6 % of global daily data, with some tropical
latitudes showing much larger fractional removal (e.g.t1®280% in 10 bins near the equator). This
screening generally maintains sufficient coverage for a-oemplete daily map (for any given day),
even in the UTLS.

Compared to the v2.2 UT data screening recommendationsctiening of v3.3 UTLS data generally
removes slightly more ozone profiles on a typical day (algioan occasion, slightly less).

Finally, we note that since there is essentially no impamifthe outliers (spikes) in the UTLS (this
is also largely a tropical issue) on the ozone mixing ratiograssures less than 50 hPa, it is safe to
ignore the outlier flag in the data screening if a study is ardgcerned with pressures smaller than
or equal to the 46 hPa MLS pressure level; in this case, usarssienply apply theQuality and
Convergence (andStatus) tests to obtain a satisfactory data screening method, fesiter profiles
removed (typically less than about 2% per day, globallynhtighe UTLS screening method were
used.

Review of comparisons with other datasets

O3 comparisons have indicated general agreement at the 5— &0&owith stratospheric profiles from a
number of comparisons using satellite, balloon, aircrafig ground-based data. A high MLS v2.2 bias at
215 hPa has been obtained in some comparisons versus ozdagsbut this is not observed consistently
in other comparisons. We have found that latitudinal andotena changes observed in various correlative
data sets are well reproduced by the MLS ozone product. &@amd ongoing) validation studies using v3.3
data will focus more on longer-term changes and on the UTIg®&ne where improvements will still be
sought, especially in the tropics (see below).
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Figure 3.17.5: Example of the MLS ozone mixing ratio distribution versus latitude for one day, show-
ing various pressure levels in the UTLS and which points are flagged by recommended quality, conver-
gence, and outlier criteria (for 2005d343, one of the days showing the most outliers). The bottom
right panel (for 68 hPa) also shows (red curve) the percentage of points getting screened out in 10°
latitude bins (with the y-axis scaled by a factor of 10) — close to 30% of points can be thrown out in
some bins, on this relatively poor quality day.
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Figure 3.17.6: Example of the MLS ozone mixing ratio distribution versus latitude for one day, show-
ing various pressure levels in the UTLS and which points remain after removal of the flagged (colored)
points shown in the previous Figure.
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Figure 3.17.7: Monthly zonal average MLS ozone profiles in the tropical UTLS (here, from 316 to
68 hPa) for 2006 April (left panels) and July (right panels), for five 10° latitude bins (top to bottom:
I15°N-25°N, 5°N—-15°N, 5°S-5°N, 15°S-5°S, 25°S-15°S,). The v3.3 profiles are in red, while
the v2.2 profiles are in blue.

Artifacts

Oscillations in tropical UTLS ozone: The finer resolution and new retrieval methodology (andetirey)
for v3.3 allow for improved values at 261 hPa (and to somerdxde316 hPa, although not a recom-
mended level), but some artifacts (oscillations) existhia tropical upper tropospheric profiles. In-
deed, vertical patterns exist in monthly means, as showigiw €317V with larger artifacts apparent
in April (or May) than in July (or August), for example. Fuehdetailed validation and characteri-
zation of the MLS tropical UT data (in particular) is warradt in order to more fully understand the
MLS data limitations for various applications.

Outliers: Even with the data screening procedures that are recomrddmatein, a few outliers will remain
unscreened for some days at some pressure levels (with #tenajority of outliers occurring at
pressures larger than the MLS 46 hPa level). Caution is adyiot to over-interpret such occasional
events.

Columns: Users of column ozone data above the tropopause from the MivBI 2 files should be aware
that the accuracy of these values depends on the tropopeessupe accuracy, and that artifacts can
occur in these calculations, especially at high latitudeslér certain temperature gradient conditions).
Users should therefore inspect the MLS file values of tropsparessure if using this product (swath)
from the MLS ozone files.
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Table 3.17.1: Summary for MLS ozone

Pressure  Resolution Precisiol  Accuracyll Comments
/ hPa Vert. x Horiz. ppmv % ppmv %
<0.01 — — — — — Unsuitable for scientific use
0.02 5.5x 200 14 300 0.1 35
0.05 5.5x 200 0.9 150 0.2 30
0.1 4x 400 0.5 60 0.2 20
0.2 3x 450 0.5 40 0.1 7
0.5 3.5x 550 0.3 20 0.1 5
1 3 x 450 0.2 7 0.2 7
2 3.5x 450 0.15 3 0.2 5
5 3 x 450 0.15 2 0.3 5
10 3x 500 0.1 2 0.3 5
22 2.5x 400 0.1 2 0.2 5
46 2.5x 350 0.06 3 0.2 8
68 2.5x 350 0.04 3-10 0.05 3-10
100 2.5x 300 0.04 20-30 [0.05+ 5%
150 2.5x 400 0.03 5-100 [0.02+ 5%
215 3x 400 0.02 5-100 [0.02+ 20%]
261 3x 450 0.03 5-100 — — Requires further evaluation
316 2.5x 500 0.05 — — — Not recommended (until further evaluation)
1000-464 — — — — — Not retrieved

8Precision on individual profiles

bAs estimated from systematic uncertainty characteripatigsts. Stratospheric values are expressed in ppmv witpiealy
equivalentpercentage value quoted. 215-100 hPa errors are the sure ppthvand percentagescaling uncertainties quoted.
Accuracy values, especially for pressures from 100 to 3E6\WH be re-evaluated, but the estimates for v2.2 data anently

used in this Table.

Priorities for future data version

e Reduction of oscillations in UTLS tropical profiles, andrietal improvements in the presence of
thick clouds.
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3.18 Hydroxyl Radical

Swath name: 0H

Useful range: 32-0.0032 hPa

Contact: Shuhui WangEmail: <Shuhui.Wang@jpl.nasa.gov>

Introduction

The THz radiometer is dedicated to measuring OH in the 2.58péztral region. A description of OH data
quality, precision and systematic errors for an earliessier, v2.2, is given in_Pickett etlal. [2008]. The
validation studies are describedlin Pickett etlal. [200&] [#/ang et al.l[2008]. An early validation using
v1.5 software is also described.in Pickett etlal. [2006a]ilg\there are significant improvements from v1.5
to v2.2, the OH data quality in v3.3 is generally similar ta2:2 One noticeable difference is the larger
nighttime offset below 10 hPa in v3.3. This offset can be reedowith the day-night difference, which is
recommended for altitudes below 10 hPa.

The estimated uncertainties, precisions, and resolutiorv3.3 OH are summarized in Tadle_3.78.1.
Note that the systematic uncertainties are from v2.2, leihat expected to change significantly in v3.3.

Resolution

Figure[3I811 shows the OH averaging kernel for daytime agtttime at 35N. The reason to separate
daytime and nighttime is that the largest natural varigbiin OH is diurnal. The vertical resolution is
slightly different between day and night. The nighttimeotaton is sufficient to allow the study of (for
example) the “nighttime OH layer” around 82 km. The vertigadth of the averaging kernel for pressures
greater than 0.01 hPa is 2.5km. The horizontal width of theraying kernel is equivalent to a width of
1.5° (165 km distance) along the orbit. The changes in verticstbltgion above 0.01 hPa are due mainly
to use of a faster instrument vertical scan rate for tangeightts above 70 km. The horizontal resolution
across track is 2.5km. The averaging kernel and resolutioifjh and low latitudes are very similar to
Figure[3.I81 for most pressure levels. At the topmost tvesgure levels, 0.0046 hPa and 0.0032 hPa, the
vertical resolution is slightly better at the equator tha@@N.

Precision

A typical OH profile and the associated precisions (for bc&twand v3.3) are shown in Figure 3.18.2. The
profile is shown in both volume mixing ratio (vmr) and dengiiyits. All MLS data are reported in vmr
for consistency with the other retrieved molecules. Howewuse of density units (f&m~2) reduces the
apparent steep gradient of OH vertical profile, allowing tmsee the profile with more detail, especially
in the stratosphere where most atmospheric OH is presemtitiéaally, at THz frequencies the collisional
line-width is approximately equal to the Doppler width atFlah Above 1 hPa, Doppler broadening is domi-
nant and the peak intensity of OH spectral absorption isqutamal to density, while below 1 hPa the peak
intensity is proportional to vmr. The daytime OH density fileoshows two peaks at45 km and~75 km.
The night OH profile exhibits the narrow layer-aB2 km [Pickett et gll, 2006b]. Precisions are such that an
OH zonal average within a 1@atitude bin can be determined with better than 10% relgtiezision with
one day of data+4100 samples) over 21—-0.01 hPa. With 4 days of data, the 10étsfne limits can be
extended to 32—-0.0046 hPa.
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Figure 3.18.1: Typical two-dimensional (vertical and horizontal along-track) averaging kernels for
the MLS v3.3 OH data at 35°N for daytime (upper) and nighttime (lower); variation in the averaging
kernels is sufficiently small that these are representative of typical profiles. Colored lines show the
averaging kernels as a function of MLS retrieval level, indicating the region of the atmosphere from
which information is contributing to the measurements on the individual retrieval surfaces, which
are denoted by plus signs in corresponding colors. The dashed black line indicates the resolution,
determined from the full width at half maximum (FWHM) of the averaging kernels, approximately scaled
into kilometers (top axes). (Left) Vertical averaging kernels (integrated in the horizontal dimension for
five along-track profiles) and resolution. The solid black line shows the integrated area under each
kernel (horizontally and vertically); values near unity imply that the majority of information for that
MLS data point has come from the measurements, whereas lower values imply substantial contributions
from a priori information. (Right) Horizontal averaging kernels (integrated in the vertical dimension)
and resolution. The averaging kernels are scaled such that a unit change is equivalent to one decade in
pressure.
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Figure 3.18.2: Zonal mean of retrieved OH and its estimated precision (horizontal error bars) for
September 20, 2005 averaged over 29°N to 39°N. The average includes 98 profiles. Panel (a) shows
v3.3 OH vmr vs. pressure for day (black) and night (blue). Panel (b) shows the same data plotted for
the stratosphere. The retrieved night OH concentration is near zero for altitudes below | hPa. Panel
(c) shows the same data in (a) converted into density units. Panel (d) shows the day-night differences
for the data in panel (c). Note that the day-night difference is required for altitudes below [0 hPa.
Panels (e) and (f) are equivalent to (c) and (d) but using v2.2 OH data.
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Accuracy

Table[3 1811 summarizes the accuracy expected for OH. HEiegaincertainty is the part of the systematic
uncertainty that scales with OH concentration, e.g. spsctpic line strength. Bias uncertainty is the part
of the uncertainty that is independent of concentration.bdeth bias and scaling uncertainty, quantification
of the combined effect in MLS calibration, spectroscopy,ain the data product was determined by calcu-
lating the effects of each source of uncertainty. Theseracgicalculations are for v2.2 products. While no
significant change is expected from v2.2 to v3.3, a comprghererror analysis for v3.3 will be conducted.
Bias uncertainty can be eliminated by taking day-nightedéhces from 32 —-14 hPa. For 10—0.1 hPa, the
observed night OH concentration is small and day-nighedifficing is not ordinarily needed. The accuracy
of the OH measurement due to systematic errors is a prodwsttabing uncertainty and the observed OH
concentration. The overall uncertainty is the square rottesum of squares of the precision and accuracy.

Data screening

It is recommended that OH data values be used in scientifiestigations if all the following tests are
successful:

Pressure range: 32-0.0032 hPa.
Values outside this range are not recommended for scienséc

Estimated precision: Only use values for which the estimaté precision is a positive number.
Values where tha priori information has a strong influence are flagged with negatieeigion, and
should not be used in scientific analyses (see Selcfion 1.5).

Status flag: Only use profiles for which the ‘Status’ field is aneven number.
Odd values oBtatus indicate that the profile should not be used in scientificismidSee Sectidn 1.6
for more information on the interpretation of tBeatus field.

Quality: MLS v3.3 HO , data can be used irrespective of the value of thguality field.

Convergence: Only profiles whose ‘Convergence’ field is lessan 1.1 should be used.

Artifacts

For some seasons, the Gas Laser Local Oscillator (GLLO)#®rMiHz receiver is automatically relocked
as many as 5 times during a day. These relock events occur thhbdnning range of the laser is less than
the thermal excursion over an orbit and over a day. This thésfiect depends on the albedo of the Earth
as seen by the GLLO radiator. In these casessthiwus flag is set to 257 and the profile is ignored. This
can present a problem when compiling maps, because thenghidata may appear at the same latitude and
longitude on successive days.

Review of comparisons with other datasets

Data from MLS v2.2 software have been validated with twodmaitborne remote-sensing instruments and
with ground-based column measurements. Details of the adegm are given ih_Pickett etlal. [2008] and
Wang et al.|[2008]. The comparison between v2.2 and v3.3 stwsignificant differences.
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Table 3.18.1: Summary of precisions, resolution, and uncertainties for the MLS OH product

Resolution Precis_ior’ﬂ Bias Scaling
Pressure V x H /km (day/night) uncertainty uncertainty Comments
/1P cm=2 /1P cm™3 1%
<0.003 hPa — — — — Unsuitable for scientific use
0.003 hPa 5.k 220 0.5/05 0.034 90
0.01 hPa 2.5¢ 180 1.1/1.1 0.031 41
0.1hPa 2.5¢ 165 3.3/0.6 0.12 3.1
1.0hPa 2.5¢ 165 19/04 0.50 7
10 hPa 2.5< 165 23114 0.18 15
32-14hPa 2.% 165 6-10/4-8 0.50 1.3 Use day-night difference
>32hPa — — — — Unsuitable for scientific use

8Precision on an individual profile
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3.19 Relative Humidity with respect to Ice

Swath name: RHI
Useful range: UTRHI, mean layer value for pressures larger than 317 hR#il€from 316 —0.002 hPa.

Contact: William Read,Email: <William.G.Read@jpl.nasa.gov>

Introduction

RHi is relative humidity with respect to ice. The verticaidyfor RHi is 12 levels per decade change in
pressure for 1000 — 1.0 hPa thinning to 6 levels per decadé.@or 0.1 hPa and finally 3 levels per decade
for 0.1-10°. The RHi product is a fusion of information from two separaérievals. From 1000 —
383 hPa, RHi is retrieved directly from optically thick radices using measurement and retrieval principles
similar to nadir sounding humidity receivers (e.g., TOVAI).grid levels between 1000 — 383 hPa are filled
with the same value and this product is referred above as @HJ{upper tropospheric relative humidity
with respect to ice) product. This humidity is used as a loadiiude constraint and a priori for the vertically
resolved humidity product that begins at 316 hPa.

The second RHi product from 316 hPa and lower pressures ipai@a from the standard products of
water and temperature using the Goff-Gratch ice humiditurssion formula. RHi validation is presented
inRead et 2l.1[2007]. Tab[eZ3:19.1 is summary of precisiesplution, and accuracy.

Changes from v2

The HO line width was narrowed by 4% based on cavity absorptionsuregnents by A. Meshkov [Ph.
D. Thesis, 2006]. The fine grid (12 Ipd) representation basis extended upwards from 22 hPa to 1 hPa.
These changes successfully removed th® Kink artifact present in v2.2 at 32/26 hPa. Vertical smowh
was relaxed near 1.0 hPa to improve the vertical resolutfdh,® in the mesosphere.

Resolution

RHi for pressures of 316 hPa and smaller is a derived prochtttizerefore a retrieval averaging kernel is
not directly available. An estimate for the spatial resolut(vertical X along track) of this product is a
convolution of the temperature and,® resolutions. Since temperature has lower spatial rasalihan
H,O in the troposphere and lower stratosphere it is assumethiéhapatial resolution of temperature shown
in Figure[32ZT1 best represents the resolution of the Rbfilpet. The cross track resolution is probably
12 km, the larger of temperature and®icross track resolutions. These resolutions are only rtied limit
that the mean log( k0) doesn’t change appreciably over the broader temperate@surement volume.
The longitudinal separation of the MLS measurements, sa¢hé&yAura orbit, is 10- 20° over middle and
lower latitdudes, with much finer sampling in polar regions.

The RHi described by the values for pressures greater th@hR4, represents a mean value in a broad
layer (4 —6 km) whose sensitivity peaks betweeBb0 hPa (in the moist tropics) ands50 hPa (typical for
dry high latitudes).

Precision

The values for precision are the root sum square (RSS) presisor HLO and temperature propagated

through the Goff-Gratch relationship, see section$ 3.83Rd for more details. The precisions are set to
negative values in situations when the retrieved precigdarger than 50% of the a priori precision for

either temperature or #0 — an indication that the data is biased toward the a pridue/a
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Accuracy

The values for accuracy are the RSS accuracies f@ Hnd temperature scaled into % RHi units. see
sectiong_318 and 321 for more details. These may changbdord RHi product. The MLS team plans to
repeat the v2 exercise with the v3 software and release stsén a subsequent version of this document.

Data screening

Pressure range: Profile from 316 —0.002 hPa. UTRHI (values fressures larger than 317 hPa) rep-
resents mid/upper troposphere column.

Values outside this range are not recommended for sciensfic

Estimated precision: Only use values for which the estimat precision is a positive number.

Values where tha priori information has a strong influence are flagged with negatigeigion, and
should not be used in scientific analyses (see Secfion 1.5).

Status flag: Only use profiles for which the ‘Status’ field is aneven number.

Odd values oBtatus indicate that the profile should not be used in scientificismidSee Sectidn 1.6
for more information on the interpretation of tBeatus field.

Clouds: Ignore the cloud flag bits for pressures less than 100 hPapressures>100 hPa, reject profiles
having status flag bit 16 or 32 set to 1. See artifacts for metails.

Quality: Only profiles with a value of the RHi ‘Quality’ great er than 1.3 and Temperature ‘Quality’,
greater than 0.65 should be used in scientific studies.

This eliminates~5% of the profiles on a typical day.

Convergence: Only profiles with a value of the RHi ‘Convergene’ less than 2.0 and Temperature
‘Convergence’ less than 1.2 should be used in scientific stigs.

Artifacts

See sections 3.8 for 4 and3 21l for temperature for specific issues related teethpasent products. Ef-
fects of MLS temperature precisior{ —2 K) must be considered if one wishes to use MLS RHi to study
supersaturation probability distributions. In simulatistudies, systematic errors (such as tangent pressure
retrieval and errors), in addition to introducing biasdspancrease variability in differences with respect
to a “truth” data set particularly for pressures greatentB80 hPa. This will add to the frequency of su-
persaturation in the tail of MLS RHi distribution functian¥herefore, MLS RHI is not recommended for
studying statistics of supersaturation at pressures gyréladn 178 hPa. For lower pressures, one must re-
move the contribution from temperature noise as part of ttadyais. Measurements taken in the presence
of clouds significantly degrade the precision, that is inses the scatter about the mean, but the mean bias
as compared to AIRS changes by less than 10%. See sEcfioor 3n®ffe details.

Review of comparisons with other datasets

Figure[3.I91 shows a comparison between MLS v2.2 and v3i3A&dHor H,0O, the differences are minor
except near 26 hPa, where the zig-zag artifact is now remiwvegd.3. Other noteworthy changes are the
increase in RHi at 215 and 261 hPa at high latitudes and aaexme RHi for pressures greater than 215 hPa
in the tropics.

134 EOS Microwave Limb Sounder



3.19. Relative Humidity with respect to Ice
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Figure 3.19.1: A comparison of v2.2 (blue) to v3.3 (red) RHi for Jan-Feb-Mar 2005 in 5 lattiude bands.
Other time periods are similar. The left panel compares mean profiles, the center shows the mean
difference (red diamonds) surrounded by each versions’ estimated precision, and the right panel shows
the estimated retrieval precision (solid and bullets) and measured variability (dotted) which includes
atmospheric variability about the mean profile.
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Figure 3.19.2: A comparison of MLS v3.3 and AIRS v5 RHi for selected pressures between 30°S—
30°N during Jan-Feb-Mar 2005. The panels on the left show the pdf function (solid) of differences
between MLS and AIRS for selected pressure levels. The dashed lines are a best fit Gaussian. The x-
axis value of the peak indicates the average bias between MLS and AIRS, and the width of the function
peak indicates the variability among the individual differences. The plot at right shows a vertical profile,
the mean bias (blue) and standard deviation (red) of the differences between MLS and AIRS.
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Figure[3 191l shows a comparison of coincidently measurefilgs between MLS and AIRS for low
latitudes. It is noteworthy that the agreement and vaiitghbdf the UTRHI product (shown as 383 hPa
value) agrees much better than 316 hPa. This is becausenttitersounding principle of the v3 UTRHI
measurement is more similar to AIRS. The 316 hPa measureisé¢rainsitional between limb saturated
radiances which are proportional to logRHi and limb paltiapaque radiances which are proportional to
vmr but at this pressure in a non-linear fashion. Becaus81bdPa pressure level is at the retrieval extreme
of the MLS H,0 retrieval scheme and most non-linear, it is also most stibjesystematic errors and will not
be as good as retrieval at smaller pressures or even the UpiRHilict (provided that the altitude registration
limitations are taken into consideration). The MLS 316 hR4 BIso has a large number of dry spikes as
seen in the PDF spike at200%.

The validation of the v2.2 RHi is discussed_in Read &t al. 1200

Desired improvements

Improvements are covered under secfion 3.8 foDtnd sectiof3.21 for temperature.
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Table 3.19.1: Summary of MLS v3.3 UTLS RHi product.

Pressure / Resolution Single profile Accurac\d /
hPa V x H km precisionﬁ/% % ﬂ Comments
<0.002 — — — Unsuitable for scientific use
0.002 13x 230 190 100
0.004 13x 260 100 100
0.010 12x 590 50 100
0.022 12x 750 40 100
0.046 16x 400 30 100
0.10 14x 420 30 100
0.22 8x 370 20 90
0.46 8x 320 15 75
1.00 8x 280 15 60
2.15 8x 250 15 35
4.64 6x 220 15 15
10 4x 210 15 15
22 4x 210 15 20
46 4x 210 15 25
68 4 x 200 15 25
83 4 x 200 20 25
100 4x 200 20 20
121 4x 200 25 20
147 4x 200 25 20
178 4x 200 35 30
215 4x 200 45 35 see TableZ38.1
261 4x 200 45 30 see Table3.8.1
316 6x 200 70 20 see TableZ38.1
UTRHI, >316 6x 150 40(est) 10(est) measurement height depends on

atmospheric humidity

aAbsolute error in percent
bFractional error ([error in RHi]/ RHi) in percent
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3.20 Sulfur Dioxide

Swath name: S02

Useful range: 215—-10.0hPa

Contact: William Read,Email: <William.G.Read@jpl.nasa.gov>

Introduction

The standard S©Oproduct is taken from the 240-GHz retrieval. MLS can only mga significantly en-
hanced concentrations above nominal background such affdhavolcanic injections. S@has not yet
been validated.

Changes from v2

The v3 SQ retrieval will be impacted by the addition of interline infierence terms in the Qline shape
model, an updated CO line width parameter, and using a diffeset of 240 GHz channels. Another v3
change is the spectral baseline treatment that now usegquefiey-squared extinction term, configured as a
relative humidity-like (RH) species. The RH treatment mgts better to high extinction conditions when
the middle troposphere is very humid. This enhancementimditad a high bias in 316 hPg @ the tropics
that is present in v2. An unfortunate side effect of the RHebas is that it is more adversely affected by
clouds, causing spikes in the retrieval of R3 products iclg SGQ.

Resolution
Based on FigurE=3.20.1, the vertical resolution for,3©~3 km and the horizontal resolution is 170 km.
The horizontal resolution perpendicular to the orbit tréeck km for all pressures.

Precision

The estimated precision for $@ ~3 ppbv for all heights between 215—-10hPa. The precisionsetr®
negative values in situations when the retrieved precigdarger than 50% of the a priori precision — an
indication that the data is biased toward the a priori value.

Accuracy

The values for accuracy are based on the v2 systematic eratysés performed on the MLS measurement
system|[Read et al., 2007]. The accuracy is estimated te3qapbv for pressures less than 147 hPa increas-
ing to ~20 ppbv at 215 hPa. These may change for the v3[@6duct. The MLS team plans to repeat the
v2 exercise with the v3 software and release the results ubsegjuent version of this document.

Data screening

Pressure range: 215-10.0hPa
Values outside this range are not recommended for scienséc

Estimated Precision: Values with negative precision can besed, though with caution.

Although it is generally recommended not to use values wpegeision is flagged negative, $3 an
exception and it is OK to use values with negatively flaggetigion (provided that the entire profile
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Figure 3.20.1: Typical two-dimensional (vertical and horizontal along-track) averaging kernels for the
MLS v3.3 SO; data at 70°N (upper) and the equator (lower); variation in the averaging kernels is suffi-
ciently small that these are representative of typical profiles. Colored lines show the averaging kernels
as a function of MLS retrieval level, indicating the region of the atmosphere from which information is
contributing to the measurements on the individual retrieval surfaces, which are denoted by plus signs
in corresponding colors. The dashed black line indicates the resolution, determined from the full width
at half maximum (FWHM) of the averaging kernels, approximately scaled into kilometers (top axes).
(Left) Vertical averaging kernels (integrated in the horizontal dimension for five along-track profiles)
and resolution. The solid black line shows the integrated area under each kernel (horizontally and
vertically); values near unity imply that the majority of information for that MLS data point has come
from the measurements, whereas lower values imply substantial contributions from a priori informa-
tion. (Right) Horizontal averaging kernels (integrated in the vertical dimension) and resolution. The
horizontal averaging kernels are shown scaled such that a unit averaging kernel amplitude is equivalent

to a factor of 10 change in pressure.
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is not so flagged). High retrieved values of S& the higher pressures (e.g. 215 and 147 hPa) will
also have larger precision values which are sometimes &mgagh to trigger the “too mud priori
influence” flag. While a priori influence is present and theieged value is probably smaller than
reality because the retrieval is being pulled towards thei@ipsalue of zero, this does not detract
from the fact that greatly enhanced S© being reported, reflecting the detection of a plume.

Status flag: Only use profiles for which the ‘Status’ field is aneven number.

Odd values oBtatus indicate that the profile should not be used in scientificissidSee Sectidn1.6
for more information on the interpretation of tBeatus field.

Quality: Only profiles whose ‘Quality’ field is greater than 0.6 should be used.

Convergence: Only profiles whose ‘Convergence’ field is lesisan 1.8 should be used.

Artifacts

The product is unvalidated. There is a tendency for the v&3@Boduct, as for CO, to have spikes in the
presence of clouds.

Review of comparisons with other datasets

MLS has successfully detected s@om sixteen eruptions since launch. These include Manaapu#,
New Guinea — 3 events), Anatahan (Mariana Islands), SieagrdN(Galapogos Island), Soufriere Hills
(Montserrat, West Indies), Tunguraua (Ecuador), Rabaap(® New Guinea), Piton de la Fournaise (Re-
union Island), Jebel al-Tair (Yemen), Okmok (Alaska), Keashi (Alaska), Dalaffilla (Ethiopia), Redoubt
(Alaska), Sarychev (Kuril Islands, Russia), Pacaya (Guata), and Merapi (Indonesia).

Figure[3.20.P shows an overlay comparison of column 8@asured by OMI and the same calculated
by MLS for two days following the Kasatochi eruption. Itial that MLS detects the main plume dispersal
features. It also appears that MLS columns are much smhberthose from OMI. Interpreting the signifi-
cance of this is not straightforward given that OMI has to mmaksumptions regarding the profile shape and
can observe S©down to the boundary layer. The MLS column begins at 215 h®argegrates upward
neglecting the tropospheric contributions. Another latitin is that OMI can only make measurements dur-
ing the day whereas MLS can make them day and night. Sincduheegs moving relatively quickly over
the 12 hour measurement separation time, MLS nighttime uneagents often miss and/or detect plume
features differently than OMI. MLS vertically resolved nseeement shows that this plume has separated
into distinct layers at different altitudes.
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Figure 3.20.2: An overlay of MLS measurement tracks on an OMI SO; measurement on || and 12
August 2008 (separate maps) showing the dispersial of SO, from the Kasatochi eruption (8 Aug 2008,
black triangle). The color scale indicates the SO, column measured by OMI. The daytime MLS tracks
are small open circles and the nighttime tracks are filled black. When the calculated column from MLS
exceeds | DU, that measurement is indicated by a larger open circle filled with the color of the column
measurement as indicated by the color scale below (same as for OMI). The panels at right show all
the measured profiles covering the area shown in the maps for SO; and HCI. Profiles where the MLS
column calculation exceeds | DU are highlighted in red.

142 EOS Microwave Limb Sounder



3.20. Sulfur Dioxide

Table 3.20.1: Summary of MLS v3.3 SO, product.

Pressure / Resolution Single profile Accuracy /

hPa V x H km precisiond / ppbv ppbv Comments

<10 — — — Unsuitable for scientific use
10 3x 180 3.5 6

15 3x 180 3.5 3

22 3x 180 3.2 4

32 3x 180 3.2 5

46 3x 180 3.0 5

68 3x 180 3.0 6

100 3x 180 3.0 6

147 3x 180 3.1 10

215 3x 180 3.8 20

>215 — — — Unsuitable for scientific use

8Absolute error in percent
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3.21 Temperature

Swath name: Temperature

Useful range: 261 —-0.001 hPa

Contact: Michael J. SchwartZzmail: <Michael.J.Schwartz@jpl.nasa.gov>

Introduction

The MLS v3.3 temperature product is similar to the v2.2 patdbat is described in Schwartz et al. [2008].
MLS temperature is retrieved from bands neardpectral lines at 118 GHz and 239 GHz that are measured
with MLS radiometers R1A/B and R3, respectively. The isatd?89-GHz line is the primary source of
temperature information in the troposphere, while the GHiz line is the primary source of temperature in
the stratosphere and above. MLS v3.3 temperature has-4 K bias with respect to correlative measure-
ments in the troposphere and stratosphere, with 2—-3 K peakdk additional systematic vertical structure.
Table[3. 2111 summarizes the measurement precision, tesgland modeled and observed biases. The fol-
lowing sections provide details.

Differences between v3.3 and v2.2

The MLS v3.3 temperature retrieval algorithms are largeighanged from those of v2.2, using the same
subsets of the same radiance bands, so the resulting psaahectery similar. An exception is the 316-hPa
level, which in v3.3 is noisier and has larger biases redattivanalyses than in v2.2. The v3.3 temperature
316-hPa level is not recommended for scientific use. Verggo® has eight more retrieval levels in the upper
stratosphere, giving 12 levels per decade from the surfadehPa. Noise and biases have been reduced at
“chunk boundaries”, the breaks between the 10-profile daakdata that are concurrently retrieved by
the 2-D algorithms. The non-convergence of the retrievar ®ubstantial sections of the polar autumn
in v2.2 has been eliminated in version v3.3. Vertical smimgthhas been reduced in the mesosphere and
lower thermosphere, improving vertical resolution at ataufsless than a factor of two in precision, but
also resulting in what, in preliminary validation, appetwsbe some vertically oscillating profiles in the
mesopause region, particularly at the equator. & peori temperature profiles used in v3.3 are consistently
GEOS-5.2, while v2.2 used GEOS-5.1 before September of. 2GEB0S-5.1 has a low bias in the upper
stratosphere of 0— 15K, particularly at high latitudes, egslilted in biases of1 K near the stratopause.

Resolution

The vertical and horizontal resolution of the MLS temperatmeasurement is shown by averaging kernels

in Figure[3ZT11. Vertical resolution, shown on the left @i ~5 km from 261 hPa to 100 hPa, improves

to 3.6 km at 31.6 hPa and then degrades to 4.3 km at 10 hPa, &bXit6 hPa and 6 km at 0.01 hPa. Along
track resolution is~170 km from 261 hPa to 0.1 hPa and degrades to 220 km at 0.00ThBaross-track
resolution is set by the 6-km width of the MLS 240-GHz field a#w in the troposphere and by the 12-km
width of the MLS 118-GHz field of view in the stratosphere abdwe. The longitudinal separation of MLS
measurements from a given day, which is determined by tha Adit, is 10— 20 over middle and low [
latitudes and much finer in polar regions.

EOS MLS Level 2 Version 3.3 Quality 145



Chapter 3. Results for ‘standard’ MLS data products

700N FWHM / km FWHM / km
-2 0 2 4 6 12 0 200 400 600 800 1000 1200
0.001 - R e S U
1
0.010¢ 4 A
7
© 0.100F 3 /AN
< ! /NN
- [] /// N
g 1
> 1.000F 3 E 3
? I
< [
o
10.000¢ 3 :
1
100.00¢ S — 3
i
1000.00(...5...u...u...u........... - ——
-02 00 02 04 06 08 10 12 4 -2 0 2 4
Kernel, Integrated kernel Profile number
Equato FWHM / km FWHM / km
-2 2 4 6 8 10 12 0 200 400 600 800 1000 1200
0.001 PR T T T T T T
- ( 1
—'/K/
0.010 3 J\F
! A
E R /N 3
& 0.100;
ey
P
3 1.000 3
0
o
o
10.000 b
100.000 3
]
100000G. . . F. . . v E e
-02 00 02 04 06 08 10 12 -4 -2 0 2 4
Kernel, Integrated kernel Profile number

Figure 3.21.1: Typical two-dimensional (vertical and horizontal along-track) averaging kernels for
the MLS v3.3 Temperature data at 70°N (upper) and the equator (lower); variation in the averaging
kernels is sufficiently small that these are representative of typical profiles. Colored lines show the
averaging kernels as a function of MLS retrieval level, indicating the region of the atmosphere from
which information is contributing to the measurements on the individual retrieval surfaces, which
are denoted by plus signs in corresponding colors. The dashed black line indicates the resolution,
determined from the full width at half maximum (FWHM) of the averaging kernels, approximately scaled
into kilometers (top axes). (Left) Vertical averaging kernels (integrated in the horizontal dimension for
five along-track profiles) and resolution. The solid black line shows the integrated area under each
kernel (horizontally and vertically); values near unity imply that the majority of information for that
MLS data point has come from the measurements, whereas lower values imply substantial contributions
from a priori information. (Right) Horizontal averaging kernels (integrated in the vertical dimension)
and resolution. The horizontal averaging kernels are shown scaled such that a unit averaging kernel
amplitude is equivalent to a factor of 10 change in pressure.
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Precision

The precision of the MLS v3.3 temperature measurement isyanmed in Tablé-32TL1. Precision is the
random component of measurements which would average doilve measurement were repeated. The
retrieval software returns an estimate of precision bagmmhithe propagation of radiometric noise and
a priori uncertainties through the measurement system. Thesesyalhéch range from 0.6 K in the lower
stratosphere to 2.5 K in the mesosphere, are given, fortedlésvels, in column 2. Column 3 gives the rms
of differences of values from successive orbits (dividedhsy square-root of two as we are looking at the
difference of two noisy signals) for latitudes and seasohsere longitudinal variability is small and/or is a
function only of local solar time. The smallest values fouwtiich are for high-latitude summer, are taken
to be those least impacted by atmospheric variability, aadwvéat is reported in column 3. These values are
slightly larger than those estimated by the measurement¢rsyim the troposphere and lower stratosphere,
and a factor of~1.4 larger from the middle stratosphere through the mesasph

Accuracy

A substantial study of sources of systematic error in MLS sneaments was done as a part of the validation
of v2.2, and as the measurement system is substantiallyangel, those results are repeated here. The
accuracy of the v2.2 temperature measurements was ediitmatie by modeling the impact of uncertainties
in measurement and retrieval parameters that could leagstermatic errors, and through comparisons
with correlative data sets. Column 5 of Table_3.21.1 givesneges from the propagation of parameter
uncertainties, as discussed_in Schwartz =2t al. [2008]. @stisnate is broken into two pieces. The first term
was modeled as amplifier non-linearity, referred to as “gampression,” and was believed to have a known
sign, as gain is known to drop at high background signal fev€lborrection of these linearity’s was a goal
of v3.3, but closer examination of the simple non-lineanitgdel found that it did not close foreword model
and measured radiances as expected. It had been hopedithar&diance closure would permit the use
of more radiances in the middle of the 118-GHz leand, giving better resolution, precision and accuracy
in the upper stratosphere and better accuracy everywhéris. work is still ongoing, and it is hoped that
advances will manifest in improvements in a future version.

The second term of column 5 combines Zstimates of other sources of systematic uncertainty, asich
spectroscopic parameters, retrieval numerics and pgintor which the sign of resulting bias is unknown.
Gain compression terms range froAl.5K to +4.5K, and predicted vertical structure is very similar to
observed biases relative to correlative data in the trapeigpand lower stratosphere. The terms of unknown
sign are of~2 K magnitude over most of the retrieval range, increasing koat 261 hPa and to 3K at
0.001 hPa.

Column 6 contains estimates of bias based upon comparisitimamalyses and with other previously-
validated satellite-based measurements. In the troposphad lower stratosphere, the observed biases
between MLS and most correlative data sets are consistemitti;m ~1.5 K, and have vertical oscillation
with an amplitude of 2—-3K and a vertical frequency of abo&tdycles per decade of pressure. A global
average of correlative measurements is shown in Figure.21

Data screening

Pressure range: 261—0.001 hPa
Values outside this range are not recommended for scienséc

Estimated precision: Only use values for which the estimaté precision is a positive number.

Values where tha priori information has a strong influence are flagged with negatieeigion, and
should not be used in scientific analyses (see Seciion 1.5).
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Status flag: Only use profiles for which the ‘Status’ field is aneven number.

Odd values oBtatus indicate that the profile should not be used in scientificissidSee Sectidn’1.6
for more information on the interpretation of tBeatus field.

Cloud consideration: Observe the higher order bits for theStatus field for cloud issues, described
below.

As an additional screen, the fifth-least-significant bisoatus (the “low cloud” bit) is used to flag
profiles that may be significantly impacted by clouds. At ptees of 147 hPa and lower (higher in the
atmosphere), the cloud bits may generally be ignored. Inrtposphere an attempt has been made
to screen out radiances that have been influence by cloutispme cloud-induced negative biases
in retrieved temperature of up to 10K are still evident, jgattrly in the tropics. The “low-cloud”
Status bits from the two profiles which follow a given profile have bdeund to provide significantly
better screening of cloud-induced temperature retriewdiays than do the profile’s owstatus bits.
Temperatures in the tropopause (261 hPa— 178 hPa) shoudgeloted as possibly influenced by cloud
if the “low-cloud” Status bit is set in either of the two pr&fd following the profile in question. The
screening method flags 16% of tropical and 5% of global pefile cloudy and captures 86% of the
tropical 261 hPa values for which the difference between ML&hd its a priori is more thar4.5K
(~20) below the mean of the difference.

Quality field: Only profiles whose ‘Quality’ field is greater than 0.65 should be used.

TheQuality diagnostic in v3.3 is has fewer low values that did v2.2, wiitgy better closure of the
radiances used in the temperature retrieval. This thredlypically excludes 1% of profiles.

Convergence field: Only profiles whose ‘Convergence’ field igss than 1.2 should be used.

The Convergence diagnostic has far fewer high values in v3.3 than it had irRy2s there are far
fewer poorly-converged “chunks” in the new version. Usehié threshold typically discards 0.1% of
profiles, compared to 2% or profiles flagged in v2.2.

Artifacts

MLS temperature has persistent, vertically oscillatingsieis, in the troposphere and stratosphere, which are
believed to be due to shortcomings in the instrument forwaodlel and are an area of continued research.
The impact of clouds is generally limited to tropospherieele in the tropics, and to a lesser extent, mid-
latitudes. The greatest impacts of clouds are-10 K, at 261 hPa, while impacts are negligible at 100 hPa
and smaller pressures. Flagging of clouds is discussedeabBiases of>1K that were seen in v2.2,
particularly in the troposphere, at the boundaries of thainally-10-profile “chunks” in which the retrieval

is processed have been greatly reduced in v3.3. Unusually shunks often occur at the beginnings and
ends of days and these may contain spurious values. Fuititeisdion of artifacts may be found in Schwartz
et al. [2008].

Review of comparisons with other datasets

Schwartz et al.L[2008] describes detailed comparisons oEMPR.2 temperature with products from the
Goddard Earth Observing System, version_5 [ReineckerlgP@0¥] (GEOS-5), the European Center for
Medium-Range Weather Forecast [elg., Simmons let al.,| 2BB6MWF), the CHAllenging Minisatel-
lite Payload (CHAMP)|[Wickert et all, 2001], the combinedn#dspheric Infrared Sounder / Advanced
Microwave Sounding Unit (AIRS/AMSU), the Sounding of therfdasphere using Broadband Radiome-
try (SABER) [Mlynczak and Russkell, 1995], the Halogen Otatibn Experimentl[Hervig et all, 1996]
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Figure 3.21.2: The left panel shows globally-averaged mean differences between MLS temperature
and eight correlative data sets. Criteria for coincidences are described in detain in Schwartz et al!
[200€]. The right panel shows the global standard deviations about the means.
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Figure 3.21.3: Zonal mean of the difference between MLS v3.3 temperature and GEOS-5.2 tempera-
ture (upper), and variability about that mean (lower), averaged for 2005-2010.

(HALOE) and the Atmospheric Chemistry Experiment [Berneitlal., 2004] (ACE), as well as to radioson-
des from the global network. From 261 hPa+a0 hPa there is generally agreementtdK between the
assimilations (ECMWF and GEOS-5) and AIRS, radiosondesCidMP, with SABER and ACE having
generally warm biases of2K relative to this group. Figule—3.21.2 shows the global migiases in the
left panel and the & scatter about the mean in the right panel for these eight adsgns. Between 1 hPa
and 0.001 hPa, MLS has biases with respect to SABERDK to —5K between 1hPa and 0.1 hPa, of
0K to —3K between 0.1K and 0.01K and increasing in magnitude 10 K at 0.001 hPa. Estimates of
systematic error in the MLS temperature are shown in bladth 2/0 uncertainty shown with gray shading.
The black line is the modeled contribution of “gain compias$ which was hoped would explain much of
the vertical structure of MLS biases in the upper troposplaard lower stratosphere. As discussed above,
the gain-compression model used in this study does not atiggLclose the retrieval’s radiance residuals,
so further study is needed to understand the forward-modeldquacies.

Figure[3ZT.B shows zonal mean temperature and its vatyahileraged over 93 days processed with
v2.2. Persistent vertical structure in the tropospherelawer stratosphere is evident, with the oscillations
somewhat stronger at the equator and poles than at middatit In the upper stratosphere, MLS has a
general warm bias relative to GEOS-5 at mid and high latitinéé increases to more than 10K in the poles
at 1 hPa. The bias at 1 hPa is much smaller in polar summergosisgs in polar winter.

Desired improvements

Improvement of the forward model, perhaps through inclusid some combination of amplifier non-
linearity or filter shifts to better-closed radiance resit$) would permit the concurrent use of all of the
118-GHz and 239-GHz £hands, and improve accuracy throughout the profile and gicecand resolution
in the stratosphere.
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